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Abstract. A weakly mixing measure preserving action of a locally compact second
countable group on a standard probability space is called 2-fold near simple if every
ergodic joining of it with itself is either product measure or is supported on a ‘convex
combination’ of graphs. A similar definition can be given for near simplicity of higher
order. This generalizes Veech-del Junco-Rudolph notion of simplicity. Main results:
An analogue of Veech theorem on factors holds for the 2-fold near simple actions. A
weakly mixing group extension of an action with near MSJ is near simple. The action
of a normal co-compact subgroup is near simple if and only if the whole action is near
simple. The subset of all 2-fold near simple transformations (i.e. Z-actions) is meager
in the group of measure preserving transformations endowed with the weak topology.
Via the (C, F )-construction, we produce a near simple quasi-simple transformation
which is disjoint from any simple map.

0. Introduction

By a dynamical system we mean a measure preserving action T of a locally
compact second countable group G on a standard probability space (X, B, µ). An
l-fold self-joining of T is a measure on X l which is invariant under the product
G-action T × · · · × T and whose coordinate marginals are all µ.

The fundamental concepts of simplicity and minimal self-joinings (MSJ) of any
order for ergodic dynamical systems were introduced and deeply investigated by
A. del Junco and D. Rudolph in [dJR]. (Historically, D. Rudolph introduced a
stronger version of MSJ in [Ru] and W. Veech introduced 2-fold simplicity in [Ve]
for Z-actions only.) Basically, these properties mean that a dynamical system T
has only ‘obvious’ ergodic self-joinings: product measure and measures supported
on graphs. A substantial information about T can be derived from the fact that
T is simple, especially about the structure of factors of T , the centralizer of T ,
and also on the way T can be joined with other dynamical systems. Moreover,
transformations with MSJ is a source of strike counterexamples in ergodic theory
[Ru].

However the concepts of simplicity and MSJ elaborated mainly to investigate Z-
and R-actions seem to be somewhat restrictive for non-Abelian dynamical systems.
We encountered with that in [Da3] when constructing mixing rank one actions of
countable sums of finite groups. Though it is natural to expect—by analogy with
the Z-case—that such actions have MSJ, one can see easily that there exist no
MSJ-actions of any group containing a non-central element whose conjugacy class
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is finite. To overcome this ‘conflict’ we gave in [Da3] another—more general—
definition of MSJ (called near MSJ in the present paper) and showed that the
actions under question have near MSJ. We note that for Abelian G, the notions of
MSJ and near MSJ are equivalent.

In this paper we introduce a companion (to near MSJ) property of near simplicity
which is more general then the simplicity. To this end we just enlarge the list of
‘obvious’ ergodic 2-fold self-joinings of T . Now it consists of product measure and
measures supported on convex combinations of graphs. In a similar way we define
near simplicity of higher orders. However, in contrast to near MSJ, even the class
of near simple Z-actions is wider then the class of simple ones. Our purpose in this
paper is to investigate the properties of near simple systems, compare them with
simple ones, and produce examples of near simple non-simple transformations.

Some other important generalizations of the simplicity were suggested recently
in [RyT] and [dJL2]. A transformation is called 2-fold quasi-simple (2-fold distally
simple) if every ergodic non-product 2-fold self-joining of it is isometric (relatively
distal) over the marginals. If, in addition, the system is pairwise independently
determined (PID) then it is called QS or DS respectively. Historically, a weaker
concept of QS due to V. Ryzhikov and J.-P. Thouvenot appeared in [Ry2]—the
forementioned marginal projections were assumed finite-to-one their. (Only minor
modifications are needed to extend the results of [Ry2] and [RyT] to the class of DS
transformations.) A factor of a simple transformation is QS [dJR]; each non-zero
time transformation of a horocycle flow is QS [Th1]. A detailed analysis of infinite
self-joinings of DS systems was given in [dJL2] and some disjointness results—
extending those from [dJL1] and [Th2]—were established in [dJL2] and [RyT]. For
instance, every weakly mixing 2-fold DS transformation is disjoint in the sense of
Furstenberg [Fu] with all so-called well divisible transformation [RyT] (Gaussian
transformations are well divisible) and every weakly mixing DS transformation
is disjoint with all infinitely divisible maps [dJL2]. However a possible relation
between simple and distally simple maps remained unclear. As was shown in [Th1]
each non-zero time automorphism of a horocycle flow is a factor of a simple map.
In view of that J.-P. Thouvenot asks:

• whether each QS-transformation is a factor of (an isometric extension of) a
simple map?

A version of that appears also in [dJL2]:
• whether each DS transformation is a factor of a distal extension of a simple

map?
We answer both questions in this paper by constructing a near simple QS transfor-
mation which is disjoint from any simple map. Hence it is disjoint from any distal
extension of any simple map by [Fu]. It remains to note that disjoint systems do
not have common factors.

The paper is organized as follows. Section 1 contains some background material
on factors, extensions and joining theory. In Section 2 we introduce the 2-fold near
simplicity and near MSJ2 (Definition 2.4) and prove an extension of Veech theorem:
every non-trivial factor of a 2-fold near simple action T is the σ-algebra of subsets
fixed by a compact T -invariant subgroup K ⊂ Aut0(X,µ), i.e. TgKT−1

g = K for all
g ∈ G (Theorem 2.6). In particular, if T is free and has near MSJ2 then we obtain
a one-to-one correspondence between the non-trivial factors of T and the compact
normal subgroups of G (Corollary 2.7). Notice however that in general different
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compact T -invariant subgroups of Aut0(X, µ) can determine the same factor of T
(Example 2.3).

In Section 3 we define near simplicity and near MSJ of any order (Definition 3.1).
We show that given a co-compact normal subgroup H ⊂ G, the H-subaction is l-
fold near simple if and only if so is T (Proposition 3.2). In Proposition 3.4 we give
a sufficient condition for a factor of an l-fold near simple action to be l-fold near
simple (see also Proposition 3.6). A weakly mixing compact group extension of an
action with near MSJl is l-fold near simple (Proposition 3.8).

In Section 4, we show that the set of 2-fold near simple transformations is meager
in the transformation group Aut0(X,µ) endowed with the usual weak topology
(Theorem 4.9). This refines a recent result of O. Ageev [Ag2], who showed—
answering a question from [dJR]—that the subset of 2-fold simple transformations
is meager. Notice that even in case of simple maps, our proof is different—shorter—
than Ageev’s one since we bypass the approximation technique which was crucial in
his argument. Instead, we apply a couple of well known facts from the cohomology
theory of ergodic dynamical systems (Lemma 4.3).

In Section 5, we construct a family of transformations which are near simple but
not 2-fold simple (Theorem 5.3). However, all of them have simple factors.

Section 6 contains our main result, an example of near simple QS-transformation
T which is disjoint from any simple map (Theorem 6.9). Moreover, T is not prime
and it has no prime factors. To construct this transformation we make use of the
approach suggested by A. del Junco in [dJ] which, in turn, is based on original ideas
of D. Ornstein [Or]. As in [dJ], we first construct a funny rank-one action of an
auxiliary group G—a semidirect product of

⊕∞
i=1 Z/3Z with Z—and then restrict

it to Z (del Junco considered the direct product (
⊕∞

i=1 Z/2Z)⊕Z). Since G is non-
commutative, we give—as a byproduct—a partial affirmative answer to a question
from [Ma]: whether the techniques of [dJ] and [Ma] extend to non-Abelian actions?
Notice that the construction from [dJ], called the (C,F )-construction in [Da2], is an
algebraic version of the classical geometric cutting-and-stacking. In this paper, we
make a step further in its ‘algebraization’. For instance, we bypass the nomenclature
of blocks and overlaps which is common for [Or], [dJ], [Ma]. When analyzing the
joinings of T , we apply the pointwise ergodic theorem of E. Lindenstrauss [Li].

In the final Section 7 we state several open problems related to near simple
actions.

Acknowledgements. The author is grateful to M. Lemańczyk for stimulating dis-
cussions and helpful suggestions. Also I would like to thank V. Ryzhikov for his
useful remarks and historical comments. I also thank the referee who found a gap
in the original proof of Proposition 2.2.

1. Preliminaries

Our purpose in this section is to introduce some notation, remind basic concepts
and review a recent progress in the joining theory. We refer to [dJR], [Th1] and
[Gl] for a detailed exposition.

Measures invariant under co-compact subactions. Let G be a locally com-
pact second countable group and (Y, F) a standard Borel G-space. Given a co-
compact subgroup H ⊂ G, we denote by λH\G normalized Haar measure on the
homogeneous right G-space H\G and by s : H\G → G a Borel cross-section of
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the natural quotient G → H\G. Then s(x)g = h(x, g)s(xg) for all x ∈ H\G and
g ∈ G, where h : (H\G)×G → H is the corresponding 1-cocycle, i.e. a Borel map
such that h(x, g1g2) = h(x, g1)h(xg1, g2) for all x ∈ H\G and g1, g2 ∈ G. Denote
by Pe

G and Pe
H the spaces of ergodic G-invariant and ergodic H-invariant (resp.)

probabilities on (Y, F). For a measure ν ∈ Pe
H , we let

(1-1) ν̂ :=
∫

H\G
ν ◦ s(x) dλH\G(x).

For completeness, we state with a proof the following ‘folklore’ result.

Lemma 1.1. The measure ν̂ is G-invariant and ergodic. The map Pe
H 3 ν 7→ ν̂ ∈

Pe
G is onto. Moreover, if H is normal then (1-1) is the H-ergodic decomposition of

ν̂.

Proof. For any g ∈ G, we have

ν̂ ◦ g =
∫

H\G
ν ◦ (s(x)g) dλH\G(x)

=
∫

H\G
(ν ◦ h(x, g)) ◦ s(xg) dλH\G(x)

=
∫

H\G
ν ◦ s(x) dλH\G(x),

i.e. ν̂ is G-invariant. Let A be a G-invariant subset from F. Since it is also H-
invariant, ν(A) = 0 or 1. Hence ν ◦ s(x)(A) = 0 for all x ∈ H\G. It follows that
ν̂(A) = 0 or 1, i.e. ν̂ is G-ergodic.

Now let λ ∈ Pe
G. Since λ is H-invariant, consider its ergodic decomposition

λ =
∫
Pe

H
ρ dκ(ρ). Since λ =

∫
H\G λ◦ s(x) dλH\G(x), it follows that λ =

∫
Pe ρ̂ dκ(ρ).

By the first part of the proof, ρ̂ ∈ Pe
G. Hence by extremality of λ, λ = ρ̂ for κ-a.a.

ρ.
As for the latter claim in the statement of this lemma, it suffices to note that

ν ◦ g is H-invariant (and ergodic) for any g if H is normal. ¤
Joinings of ergodic actions. Let T and S be two ergodic G-actions on standard
probability spaces (X, B, µ) and (Y, BY , ν) respectively. We denote by J(T, S) the
space of joinings of T and S, i.e. the set of all T×S-invariant probabilities on X×Y
whose marginals on X and Y are µ and ν respectively. Recall that T ×S stands for
the product G-action (Tg×Sg)g∈G. Following [Fu], we say that T and S are disjoint
if J(T, S) = {µ × ν}. For instance, a weakly mixing G-action is disjoint with any
G-action having a pure point spectrum. In a similar way one can define the set of
joinings J(T (1), . . . , T (l)) for any finite (or even countable) family T (1), . . . , T (l) of
ergodic G-actions. The subset of ergodic joinings from J(T (1), . . . , T (l)) is denoted
by Je(T (1), . . . , T (l)). If T (1) = · · · = T (l) =: T , we write Jl(T ) for J(T (1), . . . , T (l))
and call every element of this set an l-fold self-joining of T .

Denote by Aut0(X, µ) the group of µ-preserving invertible transformations of
(X, B, µ). Throughout this paper we do not distinguish objects (measurable subsets
and maps) which agree a.e. Given transformations R1, . . . , Rl ∈ Aut0(X,µ), we
denote by µR1,...,Rl

the corresponding off-diagonal measure on X l, i.e.

µR1,...,Rl
(B1 × · · · ×Bl) := µ(R1B1 ∩ · · · ∩RlBl).
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Then µR1,...,Rl
∈ Jl(T ) if and only if RiR

−1
j ∈ C(T ) for all i, j. Recall that C(T )

denotes the centralizer of T , i.e. the group of all transformations from Aut0(X, µ)
which commute with every Tg, g ∈ G. It is easy to see that the off-diagonal joinings
are all ergodic.

We say that a weakly mixing G-action T is l-fold pairwise independently deter-
mined (l-fold PID) if any l-fold self-joining of T which is pairwise independent (i.e.
its projections on the product of any two copies of X in X l is µ × µ) must be
µ× · · · × µ︸ ︷︷ ︸

l times

. If T is l-fold PID for any l we say that T is PID [dJR]. The next result

follows easily from Lemma 1.1

Corollary 1.2. Let T be weakly mixing. Let H be a co-compact normal subgroup
of G. Then T is l-fold PID if and only if T ¹ H is l-fold PID.

We also record an important result of J. King [Ki1]: if T is 4-fold PID then T
is PID (while stated for Z-actions only, the result holds for arbitrary actions with
the same proof).

Factors and extensions. Any T -invariant sub-σ-algebra F of B is called a factor
of T (or, which is the same, T is an extension of T ¹ F). The trivial sub-σ-algebra
of B is denoted by N. If B and N are the only factors of T , we call T prime.
Suppose that T and S have a common factor F. This means that there exists a
G-space (Z, F, κ) and G-equivariant maps π1 : X → Z and π2 : Y → Z with
κ = µ ◦ π−1

1 = ν ◦ π−1
2 . Let µ =

∫
µz dκ(z) and ν :=

∫
νz dκ(z) denote the

corresponding desintegrations. Then the measure µ×F ν :=
∫

µz×νz dκ(z) belongs
to J(T, S). It is called the F-relatively independent product of µ and ν.

Let K be a compact second countable group. A Borel map α : G ×X → K is
called a T -cocycle if

α(g2, Tg1x)α(g1, x) = α(g2g1, x) at a.e. x

for all g1, g2 ∈ G. Given a closed subgroup H ⊂ K, we can define a G-action Tα,H

on (X ×K, µ× λK/H) by setting Tα,H
g (x, kH) := (Tgx, α(g, x)kH), where λK/H is

Haar measure on the homogeneous space K/H. Then Tα,H is called an isometric
extension of T . If H is trivial, we write Tα instead of Tα,H and call it a compact
group extension of T .

A factor F of T (and the extension T → T ¹ F) is called relatively distal if
there exists a countable transfinite system (Bα)α≤β of factors of T such that
B0 = F, Bβ = B, the extension T ¹ Bα+1 → T ¹ Bα is isometric for all α
and Bα =

∨
γ<α Bγ if α is a limit ordinal. On the other hand, a factor F of T (and

the extension T → T ¹ F) is called relatively weakly mixing if the F-relatively inde-
pendent product of µ with itself is ergodic, i.e. µ×F µ ∈ Je

2 (T ). Let F ⊂ E be two
factors of T . If the extensions T → T ¹ E and T ¹ E → T ¹ F are relatively distal
then the extension T → T ¹ F is also relatively distal. If the extension T → T ¹ F
is relatively distal then so is the extension T ¹ E → T ¹ F.

Simple, quasi-simple and distally simple actions. An ergodic G-action T is
called l-fold simple if for each joining ν ∈ Je

l (T ), there exists a partition P of the
set {1, . . . , l} such that

(i) ν splits into the direct product of its marginals onto Xp, p ∈ P , and
(ii) the marginal of ν onto Xp is an off-diagonal self-joining of T for each p ∈ P .
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If T is l-fold simple for any l > 1 then we call T simple. If T is l-fold simple and
C(T ) ⊂ {Tg | g ∈ G} then T is said to have l-fold minimal self-joining property
(MSJl). If T has MSJl for any l > 1 then we say that T has MSJ. As was noticed
in [dJR], a weakly mixing 2-fold simple action is l-fold simple if and only if it is
l-fold PID. Hence by [Ki1], each 4-simple action is simple. This means that we need
only distinguish 3 categories of simplicity: 2-simplicity, 3-simplicity and simplicity.
In general the three categories are mutually different—the corresponding examples
are constructed in [Ry1] and [PRy]. However in the case of Z-actions, two of these
categories coincide: a weakly mixing 3-fold simple transformation is simple [GlHR]
(this holds also for Zn-actions). We also note that there are no examples known
of transformations which are 2-fold simple but not 3-fold simple and this is the
main open problem in this area. Moreover, if a transformation has MSJ2 but does
not have MSJ3 then this transformation must be mixing [GlHR] but not 2-mixing
[Ry2], answering the long standing Rokhlin’s question on multiple mixing. It is
interesting to note that there is not such a problem for R-actions since each 2-fold
simple weakly mixing flow is simple [Ry2].

The following definitions introduced in [RyT] (cf. with [Ry2]) and [dJL2] for Z-
and R-actions extend naturally to arbitrary G-actions as follows. An ergodic G-
action T is called 2-fold quasi-simple (2-fold QS) if for any ν ∈ Je

2 (T )\{µ×µ}, the
two marginal extensions (T ×T, ν) → (T, µ) are isometric [RyT]. If, more generally,
these extensions are relatively distal then T is called 2-fold distally simple (2-fold
DS) [dJL2]. An action is l-fold QS if it is 2-fold QS and l-fold PID. If an action is
l-fold QS for all l > 1 then it is called QS. In a similar way the concepts of l-fold
DS and DS are introduced. As in the case of l-fold simple actions, we have only
three types of quasi-simplicity: 2-fold QS, 3-fold QS and QS. The same holds for
the distal simplicity. Moreover, 3-fold QS=QS for the weakly mixing Zn-actions
[Ry2], [RyT] and 2-fold QS=QS for the weakly mixing flows [RyT].

We note that the class of DS-systems contains many “natural” examples. For
instance, a factor of a 2-fold simple action is 2-fold QS. The standard SL(2,Z)-
action on the 2-torus T2 is 2-fold QS [Par] (but not 3-fold QS [Ry2]). A flow with
the Ratner’s R-property is QS [Rat], [Th1]. The flows with the R-property include
the horocycle flows [Rat] and some smooth flows on 2-dimensional manifolds [FLe].

2. 2-fold near simple actions and Veech theorem

In this section we introduce the concept of 2-fold near simplicity (Definition 2.4)
which is the main definition of this paper. Then we extend Veech theorem about
the structure of factors for 2-fold simple actions to arbitrary 2-fold near simple
actions (Theorem 2.6).

Let T = (Tg)g∈G be an ergodic measure preserving action of a locally compact
second countable group G on a standard probability space (X, B, µ). In the sequel,
we will often reduce the notation (X, B, µ, T ) to X or B or T .

We recall that Aut0(X,µ) endowed with the weak topology is a Polish group
([Ha], [Gl]). This topology is defined by

Rn → R ⇐⇒ µ(RnB4RB) → 0 for each B ∈ B.

Moreover, Aut0(X, µ) is a topological ‘non-commutative’ G-module if we define the
G-action on it via the conjugation:

(2-1) g • S := TgST−1
g .
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First of all we want to characterize the compact submodules of this module, i.e.
compact G-invariant subgroups of Aut0(X, µ).

Let K be a compact second countable group and let H1,H2 be two closed sub-
groups of K. We will assume that H1 and H2 contain no non-trivial subgroups
which are normal in K. For every k ∈ K and i = 1, 2, we denote by k̃ the
right translation of the homogeneous space Hi\K by k. Then the homomorphism
K 3 k 7→ k̃−1 ∈ Aut0(Hi\K, λHi\K) is continuous and one-to-one. Denote by
Aut K the group of continuous automorphisms of K. It is Polish when endowed
with the topology of uniform convergence.

Lemma 2.1. Let S : (H1\K, λH1\K) → (H2\K, λH2\K) be a measure space iso-

morphism and let β ∈ Aut K. If Sk̃ = β̃(k)S for all k ∈ K then there exists c ∈ K
such that c−1H2c = β(H1) and S(H1k) = H2cβ(k) at a.e. k ∈ K. This c is defined
up to left multiplication with an element of H2.

Proof. Let f : K → K be a Borel map such that f(hk) = f(k) for any h ∈ H1

and S(H1k) = H2f(k)β(k) at λK-a.e. k ∈ K. Since Sk̃ = β̃(k)S, it follows that
H2f(tk) = H2f(t)β(k) at a.e. t for each k ∈ K. Hence there exists c ∈ K with
H2f(k) = H2cβ(k) at a.e. k. Since f(hk) = f(k), we deduce that H2cβ(k) =
H2cβ(hk). Hence β(H1) ⊂ c−1H2c. Since β preserves Haar measure λK and
λK(K) = 1, we conclude that β(H1) = c−1H2c. The final claim of the lemma is
obvious. ¤

We introduce one more kind of extensions. Denote by C(K) the space of closed
subgroups of K. In the topology introduced by Fell [Fel] this is a compact metric
space with K acting by conjugation. Let σ : G → Aut K be a continuous group
homomorphism and let H : X 3 x 7→ Hx ∈ C(K) and f : G×X → K be two Borel
maps such that

σg(Hx) = f(g, x)−1HTgxf(g, x) and

f(g2g1, x) = f(g2, Tg1x)σg2(f(g1, x))

at a.e. x for all g, g1, g2 ∈ G. We call such f a (σ,H)-twisted T -cocycle. Given a
(σ,H)-twisted T -cocycle f , we define an action T̃ of G on the space X ∗ (H\K) :=⊔

x∈X{x} ×Hx\K with the measure µ ∗ λH\K :=
∫

X
δx × λHx\Kdµ(x) by setting

T̃g(x,Hxk) := (Tgx, f(g, x)σg(Hxk)) = (Tgx,HTgxf(g, x)σg(k)).

We call T̃ a (σ,H)-twisted isometric extension of T . Notice that K (anti)-acts on
the space (X ∗ (H\K), µ ∗λH\K) by right translations along the second coordinate
as follows: k(x,Ht) = (x,Htk). It is easy to see that T̃gkT̃−1

g = σg(k) for all k ∈ K
and g ∈ G. Hence K is a compact submodule of Aut0(X ∗ (H\K), µ ∗ λH\K) with
respect to the G-action T̃ . Now we are going to establish a converse to that.

Given a subset S ⊂ Aut0(X, µ), we denote by Fix(S) the σ-algebra of subsets
fixed by each transformation from S. Clearly, if S is invariant (under the G-
action (2-1)) then Fix(S) is a factor of T .

Proposition 2.2. Let K be a compact submodule of Aut0(X, µ). Then T is a
twisted isomeric extension of its factor F := Fix(K).
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Proof. It is obvious that F is a factor of T . Considering the ‘joint action’ of T and
the ‘action’ of K on X we may assume without loss of generality that (X, BX , µ)
is a Borel G n K-space (see [Ra] for equivalence of the pointwise and Boolean
approaches to locally compact dynamical systems). Since K is compact, there is a
Borel subset Y ⊂ X which intersects every K-orbit exactly once. We consider Y
with the induced Borel structure as the space of K-orbits. Then a Borel quotient
map q : X → Y sending x ∈ X to the K-orbit of x is well defined. This map
intertwines T with a Borel G-action on Y . We denote this action by S. Let
ν := µ ◦ q−1. Clearly, S is ν-preserving and ergodic. Since K acts transitively
on q−1(y) for each y ∈ Y , there is a Borel map H : Y 3 y 7→ Hy ∈ C(K) such
that the restriction of the K-action to q−1(y) is isomorphic to the ‘inverted’ right
K-action on the homogeneous space Hy\K. Moreover, since a transitive action is
uniquely ergodic, the conditional measure on q−1(y) (with respect to the projection
(X,µ) → (Y, ν)) is just the normalized Haar measure λHy\K . Thus there is a Borel
field α : G× Y 3 (g, y) 7→ α(g, y) of pointwise measure space isomorphisms

α(g, y) : (Hy\K, λHy\K) → (HSgy\K,λHSgy\K)

such that the following are satisfied:
(i) (X,µ) = (Y ∗ (H\K), ν ∗ λH\K) and F = {⊔y∈B{y} ×Hy\K | B ∈ BY },
(ii) Hy contains no non-trivial subgroups which are normal in K for a.a. y ∈ Y ,
(iii) k(y, Hyt) = (y, Hytk−1) for all k ∈ K and (y,Hyt) ∈ Y ∗ (H\K),
(iv) Tg(y, Hyt) = (Sgy, α(g, y)(Hyt)) a.e. for all g ∈ G,
(v) α(g2g1, y) = α(g2, Sg1y)α(g1, y) a.e. for all g1, g2 ∈ G.

Since K is invariant under T , for every g ∈ G, there exists an automorphism
βg ∈ Aut K such that TgkT−1

g = βg(k). Moreover, the map G 3 g 7→ βg ∈ AutK
is a continuous homomorphism. It follows from (iii) and (iv) that

α(g, S−1
g y)k̃−1α(g, S−1

g y)−1 = β̃g(k)
−1

,

or, equivalently,
α(g, y)k̃α(g, y)−1 = β̃g(k) at a.e. y,

for all g ∈ G and k ∈ K. Hence by (ii) and Lemma 2.1, there exists a map
f : Y ×G → K such that f(g, y)−1HSgyf(g, y) = βg(Hy) and

α(g, y)(Hyt) = f(g, y)βg(Hyt) at a.e. y,

for all g ∈ G and k ∈ K. Since α and H are Borel and f(g, y) is defined up to
multiplication with an element of HSgy, we may select f to be Borel. Furthermore,
(v) yields that f is a (β, H)-twisted S-cocycle. ¤

In case β = Id we have K ⊂ C(T ). It is easy to see that then H can be chosen
constant a.e., i.e. there is a subgroup L ∈ C(K) such that Hy = L for a.a. y ∈ Y .
The corresponding (β, H)-twisted S-cocycle f is now a usual S-cocycle with values
in the normalizer NK(L) of L in K. If L is non-trivial then NK(L) 6= K since L is
not normal in K by (ii). It follows that the non-constant map

Y × L\K 3 (y, Lk) 7→ NK(L)k ∈ NK(L)\K
is invariant under T . This contradicts to the ergodicity of T . Thus if β = Id then
H ≡ {1}. However we will show in the following examples that if β 6= Id then H
can be (a) constant but non-trivial or (b) essentially non-constant.
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Examples 2.3. (i) Let K = T2 o Z/2Z with the multiplication as follows

(t, i)(z, j) := (t + (−1)iz, i + j).

Then H := {0} × Z/2Z ⊂ K is a closed subgroup without non-trivial normal (in
K) subgroups. The map H(t, 0) 7→ t identifies the quotient space (H\K,λH\K)
with the 2-dimensional torus (T2, λT2). (This map is not a group homomorphism.)
Then the corresponding embedding (t, i) 7→ (̃t, i) of K into Aut0(T2, λT2) is given
by (̃t, i)z := t + (−1)iz for all (t, i) ∈ K and z ∈ T2. Let T ∈ SL2(R) be an
ergodic automorphism of (T2, λT2). We will consider the group Aut0(T2, λT2) as a
Z-module with respect to the conjugation by T . We also denote by β the following
group automorphism of K:

β(t, i) := (Tt, i).

It is easy to verify that Tn ◦ (̃t, i) ◦ T−n = β̃(t, i), i.e. K considered as a trans-
formation group on T2 is a compact submodule of Aut0(T2, λT2) with β 6= Id and
H 6= {1}. The latter condition just means that K does not act freely. Of course,
the T -factor Fix(K) is the trivial σ-algebra NT2 .

Notice also that K has a normal subgroup T2 which embeds into Aut0(T2, λT2)
as a closed submodule. Moreover, Fix(T2) = Fix(K). This differs from the classical
situation dealing with compact subgroups in the centralizer of an ergodic dynamical
system. Recall that if we have two compact subgroups L ( K ⊂ C(T ) then
Fix(L) 6= Fix(K).

(ii) (see [GS, Example 3.8]) Consider the compact Abelian group Y := (Z/2Z)Z

and let Q be the Bernoulli shift of Y , i.e. (Qy)n = yn+1. We let (X, µ) :=
(Y × Y, λY × λY ) and T := Q×Q. Then T is an ergodic transformation of (X, µ).
Let K denote the subgroup of Aut0(X, µ) generated by the transformations

θ(x, y) = (x, x + y) and α(t)(x, y) = (x, y + t), t ∈ Y.

Then K is a compact submodule (with respect to T ) isomorphic to Z/2Z×Y . The
stability group H(x,y) of K at (x, y) ∈ X is Z/2Z generated by the transformation
θ · α(x). Thus the map H : X 3 (x, y) 7→ H(x,y) ∈ C(K) is not constant on any
subset of positive measure in X.

Denote by Ξ the space of probabilities on Aut0(X, ν). It is Polish when it is
equipped with the ∗-weak topology, i.e. the smallest topology on Ξ which makes the
maps ξ 7→ ∫

f dξ continuous for all bounded continuous functions f on Aut0(X, ν).
Let ΞT stand for the subspace of G-invariant probabilities and let Ξe

T denote the
subspace of ergodic G-invariant probabilities on Aut0(X, ν). Then ΞT is a closed
convex subset of Ξ and Ξe

T is the set of extremal points of ΞT . By [Va], Ξe
T is a

Borel subset of ΞT .
The centralizer C(T ) = {R | g • R = R} of T embeds into Ξe

T as the closed
subset of G-invariant Dirac δ-measures. More generally, if ξ ∈ Ξe

T and Supp ξ is
finite, say Supp ξ = {S1, . . . , Sn}, then TgSiT

−1
g = Sσg(i), where (g, i) 7→ σg(i) is a

transitive action of G on the finite set {1, . . . , n}.
Notice that there are two natural continuous operations on ΞT : the convolution

? : ΞT × ΞT → ΞT and an involution ∗ : ΞT → ΞT given by ξ∗(A) := ξ(A−1).
Clearly, ξ∗ ∈ Ξe

T whenever ξ ∈ Ξe
T . Let P(Ξe

T ) denote the space of all probabilities
9



on Ξe
T . It follows from [Va] that there is a Borel isomorphism (ergodic decomposi-

tion)
π : ΞT 3 ξ 7→ π(ξ) ∈ P(Ξe

T )
such that ξ =

∫
η d(π(ξ))(η) and π(ξ) = δξ if ξ ∈ Ξe

T . Given ξ, ν ∈ Ξe
T , the

convolution ξ ? ν does not necessarily belong to Ξe
T . We will denote the measure

π(ξ ? ν) by λξ,η.
Given ξ ∈ ΞT , we let

Fix(ξ) := {A ∈ B | µ(A4SA) = 0 for ξ-a.a. S ∈ Aut0(X,µ)}.
It is easy to verify that Fix(ξ) is a factor of T . Notice that Fix(ξ) depends only on
the support of ξ. Denote by H the closure of the subgroup generated by Supp ξ.
Notice that H is G-invariant and Fix(ξ) = Fix(H). Given a subset ∆ ⊂ ΞT , we
also let Fix(∆) :=

⋂
ξ∈∆ Fix(ξ).

Now for any ξ ∈ ΞT , we define a measure on (X ×X, B×B) by setting

µξ(A×B) :=
∫

Aut0(X,µ)

µ(A ∩ SB) dξ(S).

Then µξ is a self-joining of T . The ‘map’ Λ : (x, θ) 7→ (x, θx) conjugates the diagonal
G-action on (X × Aut0(X,µ), µ × ξ) with (T × T, µξ). We encounter here with a
problem that the map under question is not well defined formally—notice that θx
has no sense. However Λ is well defined on the underlying σ-Boolean algebras and
hence admits a pointwise realization.

Notice that µξ is ergodic whenever T is weakly mixing and ξ ∈ Ξe
T .

Definition 2.4.
(i) We call T 2-fold near simple if Je

2 (T ) = {µξ | ξ ∈ Ξe
T } ∪ {µ× µ},

(ii) We say that T has 2-fold near minimal self-joinings (near MSJ2) if T is
2-fold near simple and Supp ξ ⊂ {Tg | g ∈ G} for any ξ ∈ Ξe

T .

Notice that according to this definition each 2-fold near simple action is auto-
matically weakly mixing (see also Remark 2.8 at the end of this section). We also
note that every weakly mixing 2-fold simple action is 2-fold near simple.

Remark 2.5. In case G is countable and discrete, we denote by FC(G) the subset
of elements g whose conjugacy class g∗ ⊂ G is finite. It is clear that FC(G) is a
normal subgroup of G. Then T has near MSJ2 if and only if

Je
2 (T ) =

{
1

#g∗
∑

h∈g∗
µTh

∣∣∣∣ g ∈ FC(G)
}
∪ {µ× µ},

where µTh
(A×B) := µ(A ∩ ThB), A,B ∈ B.

Denote by I(T ) the smallest closed subgroup of Aut0(X, µ) which contains the
supports of all ξ ∈ Ξe

T . Clearly, I(T ) is G-invariant (with respect to (2-1)), i.e.
I(T ) is a closed submodule of Aut0(X, µ). Moreover, I(T ) ⊃ C(T ). Let T be 2-fold
near simple. Then T is 2-fold simple if and only if I(T ) = C(T ).

Let F be a factor of T . We set
Ξe

T (F) := {ξ ∈ Ξe
T | Fix(ξ) ⊃ F}.

Clearly, Ξe
T (F) is a closed subset of Ξe

T . Notice also that Ξe
T (B) = {δId}. We also

denote by I(T, F) the smallest subgroup of Aut0(X, µ) which contains the supports
of all ξ ∈ Ξe

T (F). Then Fix(Ξe
T (F)) = Fix(I(T, F)).

The following theorem is an analogue of Veech theorem on factors of 2-fold simple
actions (see [Ve, Theorem 1.2] or [dJR, Theorem 3.1]).
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Theorem 2.6. Let T be 2-fold near simple and let F be a non-trivial factor of T .
Then I(T, F) is a compact submodule of I(T ) and F = Fix(I(T, F)).

Proof. It is easy to see that I(T, F) is a submodule of I(T ). Consider the ergodic
decomposition of the F-relatively independent product µ×F µ of µ with itself:

µ×F µ =
∫

Ξe
T

µξdκ(ξ).

We used the fact that T is 2-fold near simple and that µ×Fµ 6Â µ×µ since F is non-
trivial. Notice that a subset B ∈ B belongs to F if and only if µ×F µ(B×Bc) = 0.
The latter is equivalent to µξ(B×Bc) = 0 for κ-a.a. ξ ∈ Ξe

T . However µξ(B×Bc) =
0 if and only if B ∈ Fix(ξ). Hence choosing a countable dense in F family Bi, we
obtain that κ(Ξe

T (F)) = 1 and hence

(2-2) µ×F µ =
∫

Ξe
T (F)

µξdκ(ξ).

Clearly, F ⊂ Fix(Ξe
T (F)). The converse inclusion follows from (2-2). Hence F =

Fix(Ξe
T (F)). Now we let κ̃ :=

∫
Ξe

T (F)
ξdκ(ξ). Of course, κ̃ ∈ ΞT and Supp κ̃ ⊂

I(T, F).
It is well known and easy to check that if SA = A for all A ∈ F then

(µ×F µ) ◦ (Id× S) = µ×F µ.

Hence for any ν ∈ Ξe
T (F),

(2-3)
∫

Aut0(X,µ)

(µ×F µ) ◦ (Id× S) dν(S) = µ×F µ.

On the other hand, it is easy to verify that

∫

Aut0(X,µ)

µξ ◦ (Id× S) dν(S) = µξ?ν .

Hence substituting (2-2) into (2-3) we derive that

(2-4) µ×F µ =
∫

Ξe
T (F)

µξ?ν dκ(ξ)

for each ν ∈ Ξe
T (F). It is easy to see that ξ ? ν ∈ ΞT (F) whenever ξ, ν ∈ Ξe

T (F).
Hence in the ergodic decomposition ξ ? ν =

∫
η dλξ,ν(η), we have λξ,ν(Ξe

T (F)) = 1.
Therefore (2-4) implies

µ×F µ =
∫

Ξe
T (F)

∫

Ξe
T (F)

µη dλξ,ν(η) dκ(ξ) =
∫

Ξe
T (F)

µη d

(∫

Ξe
T (F)

λξ,ν dκ(ξ)

)
(η).

By the uniqueness of the ergodic decomposition, we obtain
11



(2-5) κ =
∫

Ξe
T (F)

λξ,ν dκ(ξ)

for each ν ∈ Ξe
T (F). This yields

κ̃ ? ν =
∫

ξ ? ν dκ(ξ)

=
∫∫

η dλξ,ν(η) dκ(ξ)

=
∫

η d

(
λξ,ν dκ(ξ)

)
(η)

=
∫

η dκ(η).

Thus κ̃ ? ν = κ̃ for each ν ∈ Ξe
T (F). This implies in turn that κ̃ ? κ̃ = κ̃. Then

by [Pa], Supp κ̃ is a compact group and κ̃ is normalized Haar measure on it. Now
the fact κ̃ ? ν = κ̃ implies that Supp κ̃ contains Supp ν for each ν ∈ Ξe

T (F). Hence
Supp κ̃ = I(T, F). It remains to use the fact that Fix(I(T, F)) = Fix(Ξe

T (F)) =
F. ¤
Corollary 2.7. Let T be free and have near MSJ2. Then the map K 7→ Fix(K) is
a one-to-one correspondence between the compact normal subgroups of G and the
non-trivial factors of T .

Proof. In view of Theorem 2.6, we only need to show that the map under question
is one-to-one. This follows from the fact that K acts freely (since T is free). ¤

In [Da3], for any infinite countable sum G of finite groups, we constructed an
uncountable family of mixing rank-one free G-actions which have near MSJ2 (in
fact, near MSJ of any order). Thus Corollary 2.7 provides a description of the
factors of such actions. Notice that the classical Veech theorem is not applicable in
this situation if G is non-commutative since no one free G-action is 2-fold simple.

Remark 2.8. It seems natural to to extend Definition 2.4 to non-weakly mixing
actions T as follows: T is 2-fold near simple if Je

2 (T ) ⊂ {µξ | ξ ∈ Ξe
T }. Then

taking F := N and repeating the proof of Theorem 2.6 almost verbally we obtain
that I(T, N) = I(T ) =: K is compact and Fix(K) = N. If G is Abelian then
we obtain that the closure of {Tg | g ∈ G} in Aut0(X, µ) is a compact Abelian
group, say H. Hence without loss of generality we may assume that the following
holds: (X,µ) = (H, λH), there exists a continuous homomorphism φ : G → H
whose range is dense in H and Tgh = φ(g)h for all g ∈ G and h ∈ H. It follows
that T is 2-fold simple and hence H = K. However, if G is not Abelian then
the situation is not so clear for us. By Proposition 2.2, T is a twisted isometric
extension of the trivial one-point G-action. This means that (X, µ) = (H\K,λH\K)
and Tg(Hk) = Hf(g)σg(k), where

— H ⊂ K is a closed subgroup without nontrivial G-normal subgroups,
— G 3 g 7→ σg ∈ AutH(K) is a continuous homomorphism and
— f : G → K is a Borel (and hence continuous) skew homomorphism, i.e.

f(g2g1) = f(g2)σg2(f(g1)) for all g1, g2 ∈ G.
12



In other words, T is an algebraic (homogeneous) factor of the affine G-action T̃ on
(K,λK) given by T̃gk := f(g)σg(k). However, not every such action is 2-fold near
simple. (They can be Bernoullian.) We do not know a ‘good’ criterium of simplicity
for algebraic factors of affine actions of non-Abelain locally compact groups. That
is why we included the assumption of weak mixing into Definition 2.4.

3. Higher order near simplicity and near MSJ

In this section we define the properties of near simplicity and near MSJ of higher
orders (Definition 3.1). They extend the corresponding properties of simplicity and
MSJ of higher order from [dJR]. As in [dJR], we investigate whether these properties
are inherited by co-compact subactions (Proposition 3.2), factors (Propositions 3.4,
3.6) and compact group extensions (Proposition 3.2).

As above, T is an ergodic G-action on (X, B, µ). For l > 0, we denote by Al

the l-th Cartesian power of the G-module Aut0(X, µ). Let ΞT,l and Ξe
T,l stand for

the space of G-invariant and ergodic G-invariant (respectively) probabilities on Al.
Given a measure ξ ∈ ΞT,l and a partition P of {1, . . . , l}, we define a measure µξ,P

on (X l,B⊗l) by setting

µξ,P (A1 × · · · ×Al) =
∫

Al

∏

p∈P

µ

( ⋂

i∈p

SiAi

)
dξ(S1, . . . , Sl).

It is easy to see that µξ,P ∈ Jl(T ). Let P0 denotes the trivial partition. Then
every ‘marginal’ extension (X l, µξ,P0 , T

(l)) → (X,µ, T ) splits into the direct product
(X,µ, T )× (Al, ξ, •) → (X,µ, T ), where T (l) denotes the direct product of l copies
of T and • denotes the G-action determined by the module structure on Al. The
converse to the splitting isomorphism under question is given by

X ×Al 3 (x, S1, . . . , Sl) 7→ (S1x, . . . , Slx) ∈ X l.

If P is not trivial, we select a subset Q ⊂ {1, . . . , l} which meets every atom of
P exactly once. Then the ‘marginal’ extension (X l, µξ,P , T (l)) → (X, µ, T )Q splits
into the direct product (X,µ, T )Q × (Al, ξ, •) → (X, µ, T )Q. We leave the exact
formula for the splitting isomorphism to the reader.

Definition 3.1.
(i) We say that T is l-fold near simple if

Je
l (T ) = {µξ,P | ξ ∈ Ξe

T,l, P is a partition of {1, . . . , l}}.
(ii) We say that T is near simple if T is l-fold near simple for any l > 1.
(iii) If T is l-fold near simple (near simple) and I(T ) ⊂ {Tg | g ∈ G} then we

say that T has near MSJl (near MSJ).

Notice that in case l = 2 this definition of 2-fold near simplicity looks a bit
different—more symmetric—from what we defined in Section 2. However the two
definitions are equivalent since the following equivariant map

π : A2 3 (S1, S2) 7→ S−1
1 S2 ∈ A

takes Ξe
T,2 onto Ξe

T and µξ,P0 = µξ◦π−1 for each ξ ∈ Ξe
T,2. Notice also that if T is

l-fold near simple then it is l-fold simple if and only if I(T ) = C(T ).
Let H be a co-compact normal subgroup in G. Denote by s : H\G → G a Borel

cross-section of the natural projection G → H\G.
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Proposition 3.2. Let T be weakly mixing. Then T is l-fold near simple if and
only if the H-subaction T ¹ H := (Tg)g∈H is l-fold near simple. Moreover,

Ξe
T,l =

{ ∫

H\G
η ◦ s(t) dλH\G(t)

∣∣∣∣ η ∈ Ξe
T ¹H,l

}

and hence I(T ) = I(T ¹ H).

Proof. Suppose first that T is l-fold near simple. Let ν ∈ Je
l (T ¹ H). Then the

measure ν̂ :=
∫

H\G ν ◦ T
(l)
s(t) dλH\G(t) is T (l)-invariant and ergodic by Lemma 1.1.

Since the marginals of ν ◦ T
(l)
s(t) are all equal to µ for any t ∈ H\G, it follows that

ν̂ ∈ Je
l (T ). Since T is l-fold near simple, there exist a measure ξ ∈ Ξe

T,l and a
partition P of {1, . . . , l} with ν̂ = µξ,P . By Lemma 1.1, there exists a measure
η ∈ Ξe

T ¹H,l such that ξ =
∫

H\G η ◦ s(t) dλH\G(t). Hence

µξ,P =
∫

H\G
µη◦s(t),P dλH\G(t) =

∫

H\G
µη,P ◦ T

(l)
s(t) dλH\G(t).

Since H is normal, it follows from Lemma 1.1 and the uniqueness of the ergodic
decomposition that ν = µη◦g,P for some g ∈ G. Hence T ¹ H is l-fold near simple.

Conversely, if T ¹ H is l-fold near simple then by Lemma 1.1, any measure
λ ∈ Je

l (T ) can be written as λ = µ̂η,P for some η ∈ Ξe
T ¹H,l and a partition P of

{1, . . . , l}. It remains to notice that µ̂η,P = µbη,P . ¤
We apply these results to simple actions. Notice that the “only if” part of the

following corollary was established, in fact, in [dJR, Theorem 6.1].

Corollary 3.3. Let T be weakly mixing. Then T is l-fold simple if and only if
T ¹ H is l-fold simple plus C(T ) = C(T ¹ H).

Proof. We first notice that

C(T ) ⊂ C(T ¹ H) ⊂ I(T ¹ H) = I(T ) ⊃ C(T ).

Now, if T is l-fold simple then I(T ) = C(T ) and hence C(T ) = C(T ¹ H) = I(T ¹
H). Hence T ¹ H is l-fold simple. The converse is established in a similar way. ¤

Let F be a factor of T . We let Aut0(F) := {S ∈ Aut0(X, µ) | SF = F}. Clearly,
Aut0(F) is a closed subgroup in Aut0(X,µ). Moreover, let Aut0(F, µ ¹ F) denote
the automorphism group of the quotient space (X, F, µ ¹ F). The restriction map

Aut0(F) 3 S 7→ S ¹ F ∈ Aut0(F, µ ¹ F)

is a G-equivariant homomorphism. Given a measure η on Aut0(F), we denote by
η ¹ F the image of η under this homomorphism.

Proposition 3.4. Let T be l-fold near simple and let F = Fix(K) for a compact
submodule K ⊂ Aut0(X,µ). If K is normal in I(T ) then F is l-fold near simple
and Ξe

F = {ξ ¹ F | for all ξ ∈ Ξe
T }. Hence I(F) = I(T ) ¹ F.

Proof. We first consider the case l = 2. Given any ξ ∈ Ξe
T , we have SKS−1 = K for

each S ∈ Supp ξ ⊂ I(T ) by the assumption on K. Hence Supp ξ ⊂ Aut0(F) and the
14



restriction ξ ¹ F is well defined. Moreover, (µ ¹ F)ξ¹F = µξ ¹ (F ⊗ F) ∈ Je
2 (F). On

the other hand, take any ν ∈ Je
2 (F), ν 6= µ ¹ F× µ ¹ F. It is a standard fact of the

joining theory that there exists ρ ∈ Je
l (T ) with ν = ρ ¹ (F⊗ F) (ρ is a component

in the ergodic decomposition of the relatively independent extension of ν). Since T
is 2-fold near simple and ρ 6= µ×µ, we obtain that ρ = µξ for some ξ ∈ Ξe

T . Hence
ν = (µ ¹ F)ξ¹F. Thus F is 2-fold near simple and Ξe

F = {ξ ¹ F | for all ξ ∈ Ξe
T }.

Now consider the case l > 2. Then for any ν ∈ Je
l (F), one can find a measure

ρ ∈ Je
l (T ) such that ρ ¹ F⊗l = ν. Hence ρ = µξ,P for some ξ ∈ Ξe

T,l and a partition
P of {1, . . . , l}. We note that such ξ is not unique. For each p ∈ P , we put
jp := mini∈p i. Since µ(

⋂
i∈p SiAi) = µ(

⋂
i∈p S−1

jp
SiAi), there exists ξ ∈ Ξe

T,l such
that µξ,P = µξ,P and the marginals of ξ onto the jp-coordinate is δId for each p ∈ P .
Now it is easy to see that the marginals of ξ onto any other coordinate belong to Ξe

T .
Hence we deduce from the first part of the proof that Supp ξ ⊂ Aut0(F)l. Hence
ν = µξ,P ¹ F⊗l = (µ ¹ F)ξ¹F⊗l,P . This implies that F is l-fold near simple. ¤

The above result yields the ‘if’ part of [dJR, Corollary 3.6]:

Corollary 3.5. If T is l-fold simple and K is a compact normal subgroup in C(T )
then the factor F := Fix(K) of T is also l-fold simple. Moreover, C(T ) ⊂ Aut0(F)
and C(T ¹ F) = C(T ) ¹ F.

It was also shown in [dJR, Corollary 3.6] that if T is simple and K a non-normal
compact subgroup of C(T ) then the factor Fix(K) of T is not simple. We will show
that this factor is not even near simple.

Proposition 3.6. Let T be weakly mixing and 2-fold simple. Let K be a non-
normal compact subgroup of C(T ). Then the factor F := Fix(K) is not 2-fold near
simple.

Proof. We will prove this by contradiction. Suppose that F is 2-fold near simple.
Take any transformation R ∈ C(T ) such that RKR−1 6= K. Then either

(i) µR ¹ (F⊗ F) = (µ ¹ F)× (µ ¹ F) or
(ii) there exists a measure ξ ∈ Ξe

F such that µR ¹ (F⊗ F) = (µ ¹ F)ξ.
We first show that (i) is impossible. Indeed, the diagram

(B⊗B, µR) −−−−→ (F⊗ F, µR ¹ F⊗ F)

distal

y
y

(B, µ) distal−−−−→ (F, µ ¹ F)

commutes. Hence the extension (B⊗B, µR) → (F, µ ¹ F) is distal as a composition
of two distal extensions. It follows that its ‘subextension’ (F ⊗ F, µR ¹ F ⊗ F) →
(F, µ ¹ F) is also distal. Hence if (i) holds then we deduce that the factor F is
distal. Since T is a compact group extension of F, it follows that T is distal, a
contradiction. Thus (ii) holds and therefore

µ(A ∩RB) =
∫

Aut0(F,µ¹F)

µ(A ∩ SB) dξ(S)

for all A,B ∈ F. It follows immediately that ξ is a Dirac δ-measure supported at a
transformation R̃ ∈ Aut0(F, µ ¹ F). Hence R̃ ∈ C(T ¹ F) and R̃ = R ¹ F. Therefore
R ∈ Aut0(F) and we have RKR−1 = K by [dJR, Corollary 3.3], a contradiction. ¤
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Our next aim is to investigate near simplicity of weakly mixing compact group
extensions of actions with near MSJ. We first state an auxiliary lemma. Let K be a
compact second countable group and α : G×X → K a Borel cocycle of T . Denote
by Tα the corresponding group extension of T . For k ∈ K, let Rk : X×K → X×K
denote the right translation by k along K.

Lemma 3.7. Let λ and ρ be two ergodic Tα-invariant measures on X ×K. If the
projection of λ and ρ onto X are both equal to µ then there is k ∈ K such that
λ = ρ ◦Rk.

Proof. By [Zi, Corollary 3.8], there exists a closed subgroup H ⊂ K, a Borel map
a : X → K and a Borel cocycle β : G×X → H such that

a(Tgx)α(g, x)a(x)−1 = β(g, x) at µ-a.e. x for every g ∈ G

and the G-action T β on the space (X × H,µ × λH) is ergodic. We define a map
Λ : X × K → X × K by setting Λ(x, k) := (x, a(x)k). Then ΛTα

g Λ−1 = T β
g for

all g ∈ G. The measure λ∗ := λ ◦ Λ−1 is T β-invariant and ergodic. Since the
map X × K 3 (x, k) 7→ Hk ∈ H\G is λ∗-a.e. invariant under T β , there exists
k ∈ K with λ∗(X ×Hk−1) = 1. Hence λ∗ ◦ Rk(X ×H) = 1. Now it follows from
a version of Furstenberg’s lemma on the relatively unique ergodicity of compact
group extensions (see [dJR, Lemma 5.1]) that λ∗ ◦Rk = µ× λH . In a similar way,
ρ∗ ◦Rk′ = µ× λH for some k′ ∈ K. It remains to notice that Λ commutes with Rt

for any t ∈ K. ¤
Suppose now that T is effective, i.e. the homomorphism G 3 g 7→ Tg ∈ A is

one-to-one. It was shown in the proof of Proposition 3.4 that for each l-fold near
simple G-action T ,

Je
l (T ) = {µξ,P | ξ ∈ Ξe

T,l with Supp ξ ⊂ I(T )l, P is a partition of {1, . . . , l}}.
Hence if T has near MSJl and ν = µξ,P , we may assume without loss of generality
that ξ is supported on the sub-G-module {Tg1 × · · · × Tgl

| g1, . . . , gl ∈ G} ⊂ Al.
Denote by ξα the image of ξ under the map adjoint to the following G-module
homomorphism

Tg1 × · · · × Tgl
7→ Tα

g1
× · · · × Tα

gl
∈ Aut0(X ×K,µ× λK)l.

This homomorphism is well defined since T is effective. Since ξ is ergodic, it fol-
lows that ξα ∈ Ξe

T α,l. We also observe that Ξe
T α,l is a Kl-space if we define the

corresponding Kl-action by setting

ξ ◦ (k1, . . . , kl)(A1 × · · · ×Al) := ξ(R−1
k1

A1 × · · · ×R−1
kl

Al).

Proposition 3.8. Let T be effective and have near MSJl. If Tα is weakly mixing
then Tα is l-fold near simple. Moreover,

Ξe
T α,l = {ξα ◦ h | ξ ∈ Ξe

T,l with Supp ξ ⊂ {Tg | g ∈ G}l and h ∈ Kl}.

Proof. Take any λ ∈ Je
l (Tα). Denote by λ the projection of λ onto X l. Then

λ ∈ Je
l (T ). Since T has near MSJl, λ = µξ,P for some measure ξ ∈ Ξe

T,l with
Supp ξ ⊂ {Tg | g ∈ G}l and a partition P of {1, . . . , l}. It was noticed above that
the measure ξα is well defined and ξα ∈ Ξe

T α,l. The weak mixing of Tα implies
that (µ× λK)ξα,P ∈ Je

l (Tα). The marginal of (µ× λK)ξα,P onto X l is µξ,P . Hence
by Lemma 3.7, there exist k1, . . . , kl ∈ K with (µ×λK)ξα,P ◦ (Rk1 ×· · ·×Rkl

) = λ.
It remains to notice that (µ×λK)ξα,P ◦(Rk1×· · ·×Rkl

) = (µ×λK)ξα◦(k1,...,kl),P . ¤
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Corollary 3.9 [dJR, Theorem 5.4]. Let T be effective and have MSJl. If Tα is
weakly mixing then Tα l-fold simple. Moreover, C(Tα) is generated by {Tα

g | g ∈
C(G)} and {Rk | k ∈ K}.

4. A typical transformation is not 2-fold near simple

This section is devoted entirely to a proof of the fact that the 2-fold near simple
transformations form a meager subset in Aut0(X,µ) (Theorem 4.9).

Let Y and Z be two Polish spaces and let f : Y → Z be a continuous map.
We denote by LocDen(f) the set of locally dense points in Y . Recall that a point
y ∈ Y is called locally dense (with respect to f) if each neighborhood of y is dense
in some neighborhood of f(y) [Ki].

Lemma 4.1. Let LocDen(f) be dense in Y . Then the following holds:
(i) For any non-meager subset A ⊂ Y , the image f(A) is non-meager in Z.
(ii) If Y ′ is a non-meager Gδ in Y then LocDen(f ¹ Y ′) 6= ∅. Hence if Y ′ is

non-empty and open (or is a dense Gδ) then LocDen(f ¹ Y ′) is dense in
Y ′.

Proof. (i) was shown in [Ki] and [Ag1].
(ii) If LocDen(f ¹ Y ′) = ∅ then for any y ∈ Y ′ there exists a neighborhood

U(y) ⊂ Y ′ such that f(U(y)) is nowhere dense in Z. Since Y ′ is second countable
in the induced topology, we can find a countable family U(yn), n ∈ N, which covers
the whole Y ′. It follows that f(Y ′) =

⋃
n f(U(yn)) is meager. This contradicts

to (i). The second claim of (ii) follows from the first one and the following simple
observations:

— each non-empty open subset in Y ′ is non-meager in Y ,
— if Y ′′ ⊂ Y ′ then LocDen(f ¹ Y ′′) ⊂ LocDen(f ¹ Y ′). (Note that this fact is

true even without the assumption on the denseness of LocDen(f).) ¤

We state the following statement about ‘functorial’ properties of LocDen(f)
without proof since it is obvious.

Lemma 4.2.
(i) If φ : Y → Y is a homeomorphism pushing down to Z, i.e. f ◦ φ = ψ ◦ f

for a homeomorphism ψ of Z then LocDen(f) is invariant under φ.
(ii) More generally, let Y ′ be another Polish space and let f ′ : Y ′ → Z and

g : Y → Y ′ be continuous maps such that f = f ′ ◦ g. Then g(LocDen(f)) ⊂
LocDen(f ′).

Given a subset A ⊂ Y × Z and a point z ∈ Z, we denote by A[z] the cross-
section of A over z, i.e. A[z] := {y ∈ Y | (y, z) ∈ A}. Let K be a compact
second countable group. We denote by M(X, K) the group of measurable maps
from X to K. It is well known that M(X,K) is a Polish group when endowed
with the topology of convergence in measure. Given φ ∈ M(X, K), we denote by
Tφ ∈ Aut0(X ×K, µ× λK) the skew product extension of T via φ, i.e. Tφ(x, k) =
(Tx, φ(x)k). The following well known facts will be crucial in the proof of the main
results of this section.

Lemma 4.3. If T be an ergodic transformation of (X, B, µ) then
(i) the subset {φ ∈M(X, K) | Tφ is ergodic} is a dense Gδ in M(X, K);
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(ii) for any φ ∈ M(X, K), the subset {a−1 · φ · a ◦ T | a ∈ M(X, K)}—i.e. the
cohomology class of φ—is dense in M(X, K).

We introduce the following notation.

E := {T ∈ Aut0(X,µ) | T is ergodic},
Ω3 := {S ∈ Aut0(X, µ) | S3 = Id},
Ω∗3 := {S ∈ Ω3 | µ({x ∈ X | Sx = x}) = 0},

Ωcom := {(T, S) ∈ Aut0(X,µ)× Ω3 | TS = ST},
Ω∗com := Ωcom ∩ (Aut0(X, µ)× Ω∗3),

Ωfix := {(T, S) ∈ Aut0(X,µ)× Ω3 | T (Fix(S)) = Fix(S)},
Ω∗fix := Ωfix ∩ (Aut0(X, µ)× Ω∗3).

(We recall that Fix(S) ⊂ B denotes the sub-σ-algebra of subsets fixed by S.) All
these spaces endowed with the corresponding induced topologies are Polish since:

E is a dense Gδ in Aut0(X,µ);(4-1)

Ω∗3 is a dense Gδ in Ω3 which, in turn, is closed in Aut0(X, µ);(4-2)

Ωcom and Ωfix are closed in Aut0(X, µ)× Ω3.

Let π : Ωcom → Aut0(X, µ) denote the marginal projection (T, S) 7→ T .

Lemma 4.4. There exists (T, S) ∈ LocDen(π ¹ Ω∗com) such that T is ergodic.

Proof. It was shown in [Ag1] that LocDen(π) is dense in Ωcom. By (4-1) and (4-2),
the subsets π−1(E) and π−1(E)∩Ω∗com are Gδ in Ωcom. If π−1(E) is not dense in Ωcom

then π−1(Aut0(X, µ) \ E) is not meager. However this contradicts to Lemma 4.1(i)
and (4-1). Notice that

π−1(E) ⊂ Ω∗com t (Aut0(X, µ)× {Id}).

It follows that π−1(E)∩Ω∗com is non-meager since it is dense in the non-empty open
subset Ωcom \ (Aut0(X, µ) × {Id}) of Ωcom. Applying Lemma 4.1(ii), we conclude
that

∅ 6= LocDen(π ¹ (π−1(E) ∩ Ω∗com)) ⊂ LocDen(π ¹ Ω∗com). ¤

Now we let F3 := {Fix(S) | S ∈ Ω∗3} and endow it with the quotient—Polish—
topology with respect to the map Ω∗3 3 S 7→ Fix(S) ∈ F3. We also set

Ω∗∗fix := {(T, F) ∈ Aut0(X, µ)×F3 | T (F) = F}.

Clearly, Ω∗∗fix is a closed subset of Aut0(X, µ) × F3. Hence it is Polish. We fix a
sub-σ-algebra F0 ∈ F3. Denote by Aut0(F0) the subgroup of those transformations
of X that preserve F0 invariant.

Lemma 4.5. If R ∈ Aut0(F0) is ergodic then its conjugacy class in Aut0(F0) is
dense.

Proof. Without loss of generality we may assume that there exists a standard prob-
ability space (Y, BY , ν) such that (X,µ) = (Y × Z/3Z, ν × λZ/3Z) and F0 = BY ⊗
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NZ/3Z. Moreover, for each transformation R ∈ Aut0(F0), there exist T ∈ Aut0(Y, ν)
and σ ∈M(Y, Σ3) such that

R(y, i) = T̂σ(y, i) := (Ty, σ(y)(i)).

Furthermore, the map Aut0(F0) 3 T̂σ 7→ (T, σ) ∈ Aut0(Y, ν) nM(Y, Σ3) is a
topological group isomorphism. The multiplication law in this semidirect product
is given by

(T, σ) · (Q, τ) := (TQ, σ ◦Q · τ).

Clearly, if R = T̂σ then T is ergodic. Now it remains to make use of Lemma 4.3(ii)
and the classical fact that the conjugacy class of T in Aut0(Y, ν) is dense. ¤

Let π′ : Ω∗∗fix → Aut0(X,µ) denote the marginal projection (T,F) 7→ T .

Proposition 4.6. LocDen(π′) is dense in Ω∗∗fix.

Proof. We first show that there exists (T, F) ∈ LocDen(π′) such that T is ergodic.
Consider the following continuous maps

π′′ : Ω∗fix 3 (T, S) 7→ T ∈ E and

f ′ : Ω∗fix 3 (T, S) 7→ (T, Fix(S)) ∈ Ω∗∗fix.

Since π′′ ¹ Ω∗com = π ¹ Ω∗com, it follows from Lemma 4.4 (see also the last phrase in
the proof of Lemma 4.1) that LocDen(π′′) contains a point (T, S) with T ergodic.
Since π′ ◦ f ′ = π′′, we derive from Lemma 4.2(ii) that (T, Fix(S)) ∈ LocDen(π′), as
claimed.

Next we observe that Ω∗∗fix is a topological Aut0(X, µ)-space, if we set

R • (T, F) := (RTR−1, R(F))

for all R ∈ Aut0(X, µ) and (T, F) ∈ Ω∗∗fix. Since π′ is Aut0(X, µ)-equivariant,
it follows from Lemma 4.2(i) that the subset LocDen(π′) is Aut0(X, µ)-invariant.
On the other hand, the other marginal projection Ω∗∗fix 3 (T, F) 7→ F ∈ F3 is
also Aut0(X, µ)-equivariant while F3 is just a single Aut0(X,µ)-orbit. This clar-
ifies the fiber structure of LocDen(π′): for any pair F, F′ ∈ F3, the cross-sections
LocDen(π′)[F] and LocDen(π′)[F′] are conjugate in Aut0(X, µ). To prove the
proposition, it suffices to show that LocDen(π′)[F0] is dense in Aut0(F0). Since
LocDen(π′)[F0] contains an ergodic transformation and is invariant under conjuga-
tion by any element of Aut0(F0), it remains to apply Lemma 4.5. ¤
Proposition 4.7. There exists a dense Gδ-subset Ω ⊂ Aut0(F0) consisting of non-
2-fold near simple transformations.

Proof. Below we use the notation from the proof of Lemma 4.5. Let θ ∈ Σ3 denotes
the flip, i.e. θ(i) = −i for all i ∈ Z/3Z. Since the map

Aut0(Y, ν)nM(Y, Σ3) 3 (T, σ) 7→ Tσ ∈ Aut0(Y × Σ3, ν × λΣ3)

is continuous, it follows from (4-1) that the subset

(4-3) Ω := {T̂σ | Tσ and Tθσ are both ergodic}
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is a Gδ in Aut0(F0). (Do not confuse the compact group extension Tσ of T with
the isometric extension T̂σ of T .) In view of (4-1) and Lemma 4.3(i), we deduce
from Kuratowski-Ulam theorem [Ku] that Ω is residual (= dense) in Aut0(F0).

It remains to show that each T̂σ ∈ Ω is non-2-fold near simple. To this end we
first notice that if Tσ is ergodic then

(4-4) {V ∈ C(T̂σ) | V ¹ F0 = Id} = {Id}.

This fact follows, for instance, from [DaL, Proposition 2.5]. We now define two
transformations Q and S of (X, B, µ) by setting

Q(x, i) := (x,−i) and S(x, i) := (x, i + 1).

Since T̂σ({x, Sx, S2x}) = {T̂σx, ST̂σx, S2T̂σx}, it follows that T̂σ({Sy, S2y}) =
{ST̂σy, S2T̂σy}. Therefore the measure

ρ := 0.5(µS + µS2) = 0.5
∫

X

δx × (δSx + δS2x) dµ(x)

is a 2-fold self-joining of T̂σ. If ρ is not ergodic then ρ = 0.5(ρ1 + ρ2) for some
ρ1, ρ2 ∈ J2(T̂σ) with ρ1 ⊥ ρ2. Since the marginal projections (X ×X, ρ) → (X, µ)
are 2-to-one and ρ1 ⊥ ρ2, it follows that ρ1 and ρ2 are both one-to-one. Hence
there are transformations R1 6= R2 ∈ C(T̂σ) such that ρi = µRi , i = 1, 2. Since the
graph of Ri is contained in the union of the graphs of S and S2, we obtain that
Ri ¹ (BY ⊗ NZ/3Z) = Id. This contradicts to (4-4). Thus, ρ ∈ Je

2 (T̂σ). Since ρ

is not off-diagonal and ρ 6= µ × µ, it follows that T̂σ is not 2-fold simple. Hence
if T̂σ is 2-fold near simple then there are transformations V1 6= V2 ∈ Aut0(X, µ)

such that ρ = 0.5(νV1 + νV2), T̂σV1T̂σ

−1
= V2 and T̂σV2T̂σ

−1
= V1. We observe

that Vix = Sbi(x)x at a.a. x for some measurable maps bi : X → {1, 2}. Moreover,
{b1(x), b2(x)} = {1, 2} and hence b2(x) = −b1(x) mod 3, i.e. V2 = V −1

1 . We
also observe that QV1Q

−1 = V2. Hence V1 commutes with QT̂σ = T̂θσ. Since V1 ¹
(BY ⊗NZ/3Z) = Id, it follows from (4-3) and (4-4) that V1 = Id, a contradiction. ¤

Now we state a 0-1 law from [GlK].

Lemma 4.8. If an analytic subset of Aut0(X, µ) is Aut0(X, µ)-invariant then it
is either meager or residual.

Denote by N ⊂ Aut0(X, µ) the subset of non-2-fold near simple transformations
of (X, B, µ). It is clear that N is Aut0(X,µ)-invariant. Now we will prove the main
result of this section.

Theorem 4.9. N is residual.

Proof. Since the smallest Aut0(X,µ)-invariant subset containing a given analytic
subset is again analytic, it suffices to show that N contains a non-meager analytic
subset (and apply Lemma 4.8). As we noted in the prof of Proposition 4.6, F3 is
a homogeneous Aut0(X, µ)-space homeomorphic to Aut0(X, µ)/Aut0(F0). Hence
there exists a Borel cross-section map F3 3 F 7→ RF ∈ Aut0(X, µ) such that
RF(F0) = F for all F. Hence this map is continuous on a dense Gδ-subset F ′3 ⊂ F3.
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Notice that the subset Ω′ := {(T,F) | F ∈ F ′3} is a Gδ in Ω∗∗fix. Moreover, it is
residual (=dense) since the marginal projection (T, F) 7→ F is open. (The latter
follows from the fact that this projection is equivariant and F3 is a homogeneous
Aut0(X, µ)-space.) On the other hand, Ω′ is homeomorphic to the direct product
Aut0(F0) × F ′3 via the map Φ : (T, F) 7→ (R−1

F TRF, F). Now we deduce from
Proposition 4.7 that Φ−1(Ω×F′3) is a dense Gδ in Ω∗∗fix (the subset Ω was defined in
Proposition 4.7). Hence by Lemma 4.1(i) and Proposition 4.6, π′(Φ−1(Ω× F′3)) is
non-meager. It remains to notice that every transformation T ∈ π′(Φ−1(Ω × F′3))
is conjugate to some transformation from Ω (by the definition of π′ and Φ). Hence
T ∈ N by Proposition 4.7. ¤

5. Non-simple near simple transformations

Our purpose in this section is to construct transformations which are near simple
but not 2-fold simple.

Let T be an ergodic transformation of (X, B, µ). The corresponding Z-action
Z 3 n 7→ Tn ∈ Aut0(X,µ) will be also denoted by T . Fix a prime p > 2. Let
M(X,Z/pZ) stand for the group of measurable maps from X to Z/pZ. As in the
previous section, for each φ ∈ M(X,Z/pZ), we denote by Tφ the skew product
extension of T via φ. We also define an ‘adjoint to Tφ’ transformation T̂φ of the
same measure space (X × Z/pZ, µ× λZ/pZ) as follows:

T̂φ(x, i) = (Tx, φ(x)− i).

It is easy to verify that T̂φ

2
= (T 2)φ◦T−φ. Recall that a cocycle φ of T is called

ergodic if Tφ is ergodic. If the transformation T 2 is ergodic then for a residual
subset of functions φ ∈ M(X,Z/pZ), the T 2-cocycle φ × φ ◦ T : X → (Z/pZ)2 is
ergodic [Da1]. Hence the T 2-cocycle φ ◦ T − φ : X → Z/pZ is also ergodic. Thus

we have proved the following: if T 2 is ergodic then T̂φ

2
(and hence T̂φ) is ergodic

for a residual subset of φ ∈M(X,Z/pZ).

Lemma 5.1. If T is weakly mixing then the transformation T̂φ

2
(and hence T̂φ) is

weakly mixing for a residual subset of φ ∈M(X,Z/pZ).

Proof. Let φ belong to a residual subset of M(X,Z/pZ) such that the T 2-cocycle
φ ◦ T − φ is ergodic. If the transformation T 2

φ◦T−φ is not weakly mixing then there
exists c ∈ T \ {1}, a group character χ : Z/pZ → T and a map f ∈ M(X,T)
such that χ ◦ (φ ◦ T − φ) = c · f · f ◦ T 2. It follows that c = g ◦ T · g, where
g := χ ◦ φ · f · f ◦ T ∈ M(X,T). However this contradicts to the weak mixing of
T . ¤

We need an auxiliary statement which follows from [dJR, Theorem 5.4 and Re-
mark on p. 551] (cf. Corollary 3.9).

Lemma 5.2. Let a transformation T be l-fold simple. If K is a compact group
and φ : X → K a cocycle of T such that

(i) Tφ is weakly mixing and
(ii) any transformation S ∈ C(T ) lifts to some S̃ ∈ C(Tφ)

then Tφ is also l-fold simple and the group C(Tφ) is generated by all S̃.

Now we state the main result of this section.
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Theorem 5.3. Let a transformation T have MSJl. Then for a residual subset of
φ ∈M(X,Z/pZ), the transformation T̂φ is l-fold near simple but not 2-fold simple.
Moreover, C(T̂φ) = {T̂φ

n | n ∈ Z}.

Proof. Take any φ ∈ M(X,Z/pZ) with T̂φ

2
being weakly mixing. Such a φ exists

by Lemma 5.1. Notice that T 2 is 2-fold simple and C(T 2) = {Tn | n ∈ Z} by

Corollary 3.3. Since T lifts to T̂φ ∈ C(T̂φ

2
), we can apply Lemma 5.2 to deduce that

T̂φ

2
is l-fold simple and the group C(T̂φ

2
) is generated by T̂φ and a transformation

S of (X × (Z/pZ), µ̂) given by S(x, i) = (x, i + 1), where µ̂ := µ × λZ/pZ. Notice

that Sp = Id, Sj 6= Id for 0 < j < p and T̂φST̂φ

−1
= S−1. Hence Ξe

cTφ
2 = {δcTφ

n
Sj |

n ∈ Z, 0 ≤ j < p}. Now we derive from Proposition 3.2 that

Ξe
cTφ

= {0.5(δcTφ
n

Sj + δcTφ
n

Sj ◦ 1) | n ∈ Z, 0 ≤ j < p}
= {0.5(δcTφ

n
Sj + δcTφ

n
S−j ) | n ∈ Z, 0 ≤ j < p/2}.

Since Ξe
cTφ

contains not only Dirac δ-measures, the transformation T̂φ is not 2-fold
simple. ¤

Notice that I(T̂φ) = {T̂φ

n
Sj | n ∈ Z, 0 ≤ j < p}. Hence K := {Sj | 0 ≤ j < p}

is the only compact submodule of I(T̂φ). Hence by Theorem 2.6, Fix(K) = BX ⊗
NZ/pZ is the only non-trivial factor of T̂φ. It is p-to-one. We notice also that for any
self-joining ν ∈ Je

2 (T̂φ)\{µ̂× µ̂}, the two marginal extensions (T̂φ× T̂φ, ν) → (T̂φ, µ̂)
are either one-to-one or 2-to-one. It follows that every ergodic joining of T̂φ (except
for the product µ̂ × µ̂) is isometric over the marginals. Hence T̂φ is 2-fold QS if
l = 2 or T̂φ is QS if l > 2 by [Ry2].

We note that T̂φ has a simple factor BX⊗NZ/3Z. In the following section we will
make use of a more elaborated technique to construct a near simple transformation
without simple factors.

6. A near simple QS transformation
which is disjoint with all simple maps

In this section we construct a near simple QS transformation which is disjoint
from any simple map. We also show that this transformation is not prime and that
it has no prime factors (Theorem 6.9).

We start by reminding the (C, F )-construction of funny rank-one actions (see
[Da2], [Da3], [DaS] and [dJ] for details). Let G be a countable group. Given a
finite subset F ⊂ G, we denote by λF the probability equidistributed on F . Now
let (Fn)n≥0 and (Cn)n≥1 be two sequences of finite subsets in G such that the
following are satisfied:

F0 = {0}, #Cn > 1,(6-1)

FnCn+1 ⊂ Fn+1,(6-2)

Fnc ∩ Fnc′ = ∅ for all c 6= c′ ∈ Cn+1,(6-3)

lim
n→∞

#Fn

#C1 · · ·#Cn
< ∞.(6-4)
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We put Xn := Fn×Cn+1×Cn+2×· · · and define a map in : Xn → Xn+1 by setting

in(fn, dn+1, dn+2, . . . ) := (fndn+1, dn+2, . . . ).

In view of (6-1), Xn endowed with the infinite product topology is a compact
Cantor space. It follows from (6-2) and (6-3) that in is well defined and it is a
topological embedding of Xn into Xn+1. Denote by X the topological inductive
limit of the sequence (Xn, in)∞n=1. In the sequel we will suppress the canonical
embedding maps and just write X =

⋃
n≥0 Xn with X0 ⊂ X1 ⊂ · · · . Clearly, X

is a locally compact Polish totally disconnected space without isolated points. We
define a finite measure µn on Xn by setting

µn := αn(λFn × λCn+1 × λCn+2 × · · · ),

where αn is a positive coefficient such that

α0 := 1 and αn+1 := αn
#Fn+1

#Fn#Cn+1
.

The latter ‘matching’ condition yields that µn+1 ¹ Xn = µn. Hence there exists a
unique σ-finite measure µ on the standard Borel σ-algebra B of X generated by
the topology such that µ ¹ Xn = µn. In particular, µ(Xn) = αn for all n ≥ 0. It is
easy to check that µ(X) < ∞ if and only if (6-4) holds. After a normalization (i.e.
by an appropriate change of α0) we may assume that µ(X) = 1. Suppose also that
the following is satisfied:

(6-5) for any g ∈ G, there exists m ≥ 0 with gFnCn+1 ⊂ Fn+1 for all n ≥ m.

For such n, take any x ∈ Xn ⊂ X and write the expansion x = (fn, cn+1, cn+2, . . . )
with fn ∈ Fn and cn+i ∈ Cn+i, i > 0. Then we let

Tgx := (gfncn+1, cn+2, . . . ) ∈ Xn+1 ⊂ X.

It follows from (6-5) that Tg is a well defined homeomorphism of X. Moreover,
TgTg′ = Tgg′ , i.e. T := (Tg)g∈G is a topological action of G on X.

Definition 6.1. We call (X, B, µ, T ) the (C, F )-action of G associated to the se-
quence (Fn, Cn+1)∞n=0 (cf. [dJ], [Da2], [Da3], [DaS]).

We list without proof several properties of T . They can be verified easily by the
reader (see also [Da2] and [DaS]).

— T is a minimal uniquely ergodic (i.e. strictly ergodic) free action of G.
— Two points x = (fn, cn+1, cn+2, . . . ) and x′ = (f ′n, c′n+1, c

′
n+2, . . . ) ∈ Xn

are T -orbit equivalent if and only if ci = c′i eventually (i.e. for all large
enough i). Moreover, x′ = Tgx if and only if

g = lim
i→∞

f ′nc′n+1 · · · c′n+ic
−1
n+i · · · c−1

n+1f
−1
n .
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For each A ⊂ Fn, we let [A]n := {x = (fn, cn+1, . . . ) ∈ Xn | fn ∈ A} and call it an
n-cylinder. The following holds:

[A]n ∩ [B]n = [A ∩B]n, and [A]n ∪ [B]n = [A ∪B]n,

[A]n =
⊔

c∈Cn+1

[Ac]n+1,

Tg[A]n = [gA]n if gA ⊂ Fn,

µ([Ac]n+1) =
1

#Cn+1
µ([A]n) for any c ∈ Cn+1,

µ([A]n) = µ(Xn)λFn(A).

Moreover, for each measurable subset B ⊂ X,

(6-6) lim
n→∞

min
A⊂Fn

µ

(
B4

⊔

a∈A

Ta[0]n

)
= 0.

This means that T has funny rank one (see [Fe] for the case of Z-actions and [So]
for the general case).

Now we will construct a special (C, F )-action to obtain a transformation disjoint
from all simple ones. Let Gn :=

⊕n
i=1 Z/3Z. From now on for every n, we fix

an embedding Gn 3 g 7→ (0, g) ∈ Gn+1. Then G∞ :=
⋃∞

n=1 Gn is isomorphic to⊕∞
i=1 Z/3Z. We will consider two infinite countable groups

H := G1 × Z and G := G∞ o Z.

Recall that the multiplication in G is given by

(h, n)(k, m) := (h + (−1)nk, n + m).

Notice that
(h, n)(k,m)(h, n)−1 = ((−1)nk + h− (−1)mh,m).

It follows that FC(G) = G∞×2Z with #g∗ ≤ 2 for every g ∈ G (see Remark 2.5 for
the definitions). Moreover, the center C(G) of G is {0}×2Z. Given a > 0, we denote
by I[a] the symmetric interval {m ∈ Z | |m| < a}. We also set I+[a] := I[a] ∪ {a}.
Let (rn)∞n=0 be an increasing sequence of positive integers such that

(6-7) lim
n→∞

n4/rn = 0.

Below—just after Lemma 6.2—one more restriction on the growth of (rn)∞n=0 will
be imposed. We define recurrently two other sequences (an)∞n=0 and (ãn)∞n=0 by
setting

a0 = ã0 = 1, an+1 := ãn(2rn − 1), ãn+1 := an+1 + (2n + 1)ãn.

For each n ∈ N, we let

Hn := G1 × I[rn], Fn := Gn × I+[an], F̃n := Gn × I+[ãn] and

Sn := Gn × I+[(2n− 1)ãn−1].
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We also consider a homomorphism φn : H → Gn+1 o Z ⊂ G given by

φn(i, t) := (i, 0, . . . , 0︸ ︷︷ ︸
n times

, 2ãnt).

We then have

Sn ⊂ Fn, FnSn = SnFn ⊂ F̃n ⊂ G,(6-8)

Fn+1 =
⊔

h∈Hn

F̃nφn(h) =
⊔

h∈Hn

φn(h)F̃n and(6-9)

Sn =
⊔

h∈G1×I[n]

F̃n−1φn−1(h).(6-10)

Now fix a sequence εn → 0 as n → ∞. For any two finite sets A,B and a map
φ : A → B, the probability 1

#A

∑
a∈A δφ(a) on B will be denoted by dista∈Aφ(a).

Given two measures κ, ρ on a finite set B, we let ‖κ− ρ‖1 :=
∑

b∈B |κ(b)− ρ(b)|.
Lemma 6.2. If rn is sufficiently large then there exists a map sn : Hn → Sn such
that for any δ ≥ n−2rn,

‖distt∈{0}×I[δ](sn(ht), sn(h′t), sn(h′′t))− λSn × λSn × λSn‖1 < εn

whenever h 6= h′ 6= h′′ ∈ Hn with {h, h′, h′′} · ({0} × I[δ]) ⊂ Hn.

The notation h 6= h′ 6= h′′ means that h, h′, h′′ are pairwise different. A ‘two-
dimensional’ version of this lemma (i.e. with h and h′ only and without h′′) was
established in [dJ]. Only a slight modification of that proof is needed to prove the
‘three-dimensional’ Lemma 6.2 (cf. Lemma 2.3 from [Da3]). We leave this to the
reader as an exercise.

From now on we will assume that rn is large so that the conclusion of Lemma 6.2
is satisfied. For every n ∈ N, we fix a map sn whose existence is asserted in the
lemma. Without loss of generality we may assume that the following boundary
condition holds

(6-11) sn(i, rn − 1) = sn(i,−rn + 1) = 0 for all i ∈ G1.

Now we can define a map cn+1 : Hn → Fn+1 by setting cn+1(h) := sn(h)φn(h). We
also put Cn+1 := cn+1(Hn). It is easy to derive from (6-8) and (6-9) that (6-1)–(6-3)
are satisfied for the sequence (Fn, Cn+1)∞n=0. Moreover,

#Fn+1

#Fn#Cn+1
=

2an+1

2an(2rn − 1)
=

ãn

an
= 1 +

(2n− 1)ãn−1

an
= 1 +

2n− 1
2rn−1 − 1

.

From this and (6-7) we deduce that (6-4) holds. Moreover, (6-11) implies (6-5).
Thus the conditions (6-1)—(6-5) are all satisfied for (Fn, Cn+1)∞n=0. Hence we
can consider the associated (C, F )-action T of G on a standard probability space
(X, B, µ).

We state an auxiliary lemma.
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Lemma 6.3. Let f = f ′φn−1(h) with f ′ ∈ F̃n−1 and h ∈ H.
(i) Then we have

F̃n−1φn−1(h ·G1 × I[n− 1]) ⊂ fSn ⊂ F̃n−1φn−1(h ·G1 × I[n + 1]) and hence

#(fSn \ F̃n−1φn−1(h ·G1 × I[n− 1]))
#Sn

≤ 4
2n− 1

.

(ii) If, in addition, fSn ⊂ Fn then

#(ACn ∩ fSn)
#Sn

= λFn−1(A)± 10
n

for any subset A ⊂ Fn−1.

Proof. (i) We have

fSn = f ′φn−1(h)F̃n−1φn−1(G1 × I[n]) = f ′F̃n−1φn−1(h ·G1 × I[n]).

Since F̃n−1F̃n−1 ⊂
⊔
|i|≤1 F̃n−1φn−1(0, i), there exists a partition of F̃n−1 into sub-

sets Ai, |i| ≤ 1, such that f ′Ai ⊂ F̃n−1φn−1(0, i) for any i. Therefore

fSn =
⊔

i

f ′Aiφn−1(0,−i)φn−1((0, i) · h ·G1 × I[n]).

It remains to notice that
⊔

i f ′Aiφn−1(0,−i) = F̃n−1.
(ii) If fSn ⊂ Fn then the subset K := h · G1 × I[n − 1] is contained in Hn−1.

Therefore

#(ACn ∩ fSn)
#Sn

=

∑
h∈Hn−1

#(Asn−1(h)φn−1(h) ∩ F̃n−1φn−1(K))± 4
2n−1

#Sn

=
∑

k∈K

#(Asn−1(h))
#Sn

± 3
n

=
#A

#Fn−1
· #Fn−1

#F̃n−1

· #K#F̃n−1

#Sn
± 3

n

= λFn−1(A)
(

1± 1
n

)
#I[n− 1]

#I[n]
± 3

n
. ¤

To describe the 2-fold self-joinings of the transformation T(0,1) we first need to
establish that T(0,1) is ergodic. We will show more:

Proposition 6.4. The transformation T(0,2) (and hence T(0,1)) is weakly mixing.

Proof. Let h0 := (0, 1) ∈ H and gn := φn(h0). Since gn = (0, 2)ean , it suffices to
show that the sequence (gn)∞n=1 is mixing for T , i.e.

lim
n→∞

µ(TgnD ∩D′) = µ(D)µ(D′)
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for every pair of measurable subsets D, D′ ⊂ X. Take any A,B ⊂ Fn. Notice that
gn ∈ C(G) for all n ∈ N. Hence

gnAcn+1(h) = Asn(h)φn(h0h) = Asn(h)sn(h0h)−1cn+1(h0h)

whenever h, h0h ∈ Hn. We set F ′n := Fn ∩ FnSnSn, A′ := A ∩ F ′n, B′ := B ∩ F ′n,
H ′

n := Hn ∩ (h−1
0 Hn). Then

µ(Tgn
[A]n ∩ [B]n) = µ(Tgn

[A′]n ∩ [B′]n)± 2µ([Fn \ F ′n]n)

=
∑

h∈Hn

µ(Tgn
[A′cn+1(h)]n+1 ∩ [B′]n) + o(1)

=
∑

h∈H′
n

µ(Tgn
[A′cn+1(h)]n+1 ∩ [B′]n)±

(
1− #H ′

n

#Hn

)
+ o(1)

=
∑

h∈H′
n

µ([A′sn(h)sn(h0h)−1cn+1(h0h)]n+1 ∩ [B′]n) + o(1)

=
∑

h∈H′
n

µ([(A′sn(h)sn(h0h)−1 ∩B′)cn+1(h0h)]n+1) + o(1)

=
1

#Hn

∑

h∈H′
n

µ([A′sn(h)sn(h0h)−1 ∩B′]n) + o(1)

=
1

#Hn

∑

h∈H′
n

λFn(A′sn(h)sn(h0h)−1 ∩B′)µ(Xn) + o(1)

=
1

#H ′
n

∑

h∈H′
n

λFn(A′sn(h) ∩B′sn(h0h)) + o(1),

=
1

#H ′
n

∑

h∈H′
n

λFn(Asn(h) ∩Bsn(h0h)) + o(1)

where o(1) means (here and below) a sequence that goes to 0 and that does not
depend on the choice of A,B ⊂ Fn. Let ξn := disth∈H′

n
(sn(h), sn(h0h)). Notice

that
ξn =

1
3

∑

i∈G1

dist−rn<t<rn−1(sn(i, t), sn(i, t + 1)).

It follows from Lemma 6.2 that ‖ξn − λSn × λSn‖1 < εn. We define a function
f : Sn × Sn → R by setting f(v, w) := λFn(Av ∩Bw). Then

1
#H ′

n

∑

h∈H′
n

λFn(Asn(h) ∩Bsn(h0h)) =
∫

f dξn =
∫

f d(λSn × λSn)± εn.

Thus we obtain

(6-12) µ(Tgn [A]n ∩ [B]n) =
∫

Sn×Sn

λFn(Av ∩Bw) dλSn(v) dλSn(w) + o(1).

Now we take A := A∗Cn and B := B∗Cn for some subsets A∗, B∗ ⊂ Fn−1. Then
the integral in the righthand side of (6-12) equals to the sum

(6-13)
∑

a∈A∗

∑

b∈B∗

∑

h,h′∈Hn−1

#(acn(h)Sn ∩ bcn(h′)Sn ∩ Fn)
(#Sn)2#Fn

.
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It follows from the definition of cn and Lemma 6.3(i) that

acn(h)Sn ∩ bcn(h′)Sn ⊂ F̃n−1φn−1(h ·G1× I[n+1])∩ F̃n−1φn−1(h′ ·G1× I[n+1]).

Hence acn(h)Sn ∩ bcn(h′)Sn 6= ∅ only if h′h−1 ∈ G1 × I[2n + 1]. If the latter is
satisfied we say that h and h′ are partners. Denote by P (h) the set of partners of
h from Hn−1. Clearly, #P (h) ≤ 12n + 3. Therefore we deduce from (6-12), (6-13)
and Lemma 6.3(i) that

µ(Tgn
[A∗]n−1 ∩ [B∗]n−1)

=
∑

a∈A∗

∑

b∈B∗

∑

h∈Hn−1

∑

h′∈P (h)

#(cn(h)Sn ∩ cn(h′)Sn ∩ Fn)± 4#Sn

2n−1

(#Sn)2#Fn
+ o(1)

=
#A∗#B∗

(#Fn−1)2
· θn ± (#Fn−1)2#Hn−1 · (12n + 3) · 4#Sn

(#Sn)2#Fn · (2n− 1)
+ o(1)

= λFn−1(A
∗)λFn−1(B

∗)θn ± 7
#Fn−1

#Sn
+ o(1),

where θn is a positive number. Substituting A∗ = B∗ = Fn−1 and passing to the
limit, we obtain that θn → 1 as n →∞. Hence

(6-14) µ(Tgn [A∗]n−1 ∩ [B∗]n−1) = µ([A∗]n−1)µ([B∗]n−1) + o(1).

Since o(1) does not depend on the choice of A∗ and B∗ inside Fn−1, it follows
from (6-6) and (6-14) that (gn)∞n=1 is mixing for T . ¤

Remark 6.5. It is possible to show that T(0,1) is mixing. However it is not our
purpose in this paper.

Our next task is to describe all ergodic 2-fold self-joinings of T(0,1). Given (g, i) ∈
G, we let (g, i)∗ := (0, 1)(g, i)(0, 1)−1 = (−g, i).

Theorem 6.6. Je
2 (T(0,1)) = { 1

2 (µTk
+ µTk∗ ) | k ∈ G} ∪ {µ× µ}.

Proof. Take any joining ν ∈ Je
2 (T(0,1)). Let In := I[n−2an], Jn := I[n−2rn] and

Φn := In + 2ãnJn. We first notice that (Φn)∞n=1 is a Følner sequence in Z. Since

an

n2
+

2ãnrn

n2
<

ãn(2rn + 1)
n2

<
2an+1

(n + 1)2
,

it follows that Φn ⊂ In+1 + In+1 and hence
⋃n

m=1 Φm ⊂ In+1 + In+1. This implies
that

#
(

Φn+1 −
n⋃

m=1

Φm

)
≤ 3#Φn+1 for every n ∈ N,

i.e. Shulman’s condition [Li] is satisfied for (Φn)∞n=1. By [Li], the pointwise ergodic
theorem holds along (Φn)∞n=1 for any ergodic transformation. Hence

(6-15)
1

#Φn

∑

i∈Φn

χD(T(0,i)x)χD′(T(0,i)x
′) → ν(D ×D′)
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as n → ∞ at ν-a.a. (x, x′) ∈ X × X for all cylinders D, D′ ⊂ X. We call such
(x, x′) a generic point for (T(0,1) × T(0,1), ν). Fix one of them. Then x, x′ ∈ Xn for
all sufficiently large n and we have the following expansions

x = (fn, cn+1(hn), cn+2(hn+1), . . . , ),

x′ = (f ′n, cn+1(h′n), cn+2(h′n+1), . . . , )

with fn, f ′n ∈ Fn and hi, h
′
i ∈ Hi, i > n. We let H−

n = G1 × I[(1− n−2)rn] ⊂ Hn.
Then #H−

n /#Hn ≥ 1 − n−2. Since the marginals of ν are both equal to µ, by
Borel-Cantelli lemma we may assume without loss of generality that hn, h′n ∈ H−

n

for all sufficiently large n. This implies, in turn, that

fn+1 = fncn+1(hn) ∈ F̃nφn(H−
n ) ⊂ Gn+1 × I+[(2rn(1− n−2)− 1)ãn],

and, similarly, f ′n+1 ∈ Gn+1 × I+[(2rn(1− n−2)− 1)ãn]. Notice that given g ∈ Φn,
we have (0, g) = (0, b)φn(0, t) for some uniquely determined b ∈ In and t ∈ Jn.
Moreover, φn(0, t) ∈ C(G). Furthermore, (0, t)hn ∈ Hn. We also claim that

(6-16) (0, b)fnSnSn ⊂ Fn

if n is large enough. To verify this, it suffices to show that

an

n2
+ 2rn−1

(
1− 1

(n− 1)2

)
ãn−1 + 4nãn−1 < an, i.e.

2rn−1

(
1− 1

(n− 1)2

)
+ 4n < (2rn−1 − 1)

(
1− 1

n2

)
.

The latter inequality, in turn, is equivalent to

1 + 4n− 1
n2

< 2rn−1

(
1

(n− 1)2
− 1

n2

)
,

which follows from (6-7). Hence

(0, g)fnsn(hn)φn(hn) = dcn+1((0, t)hn) and

(0, g)f ′nsn(h′n)φn(h′n) = d′cn+1((0, t)h′n),

where d := (0, b)fnsn(hn)sn((0, t)hn)−1 and d′ := (0, b)f ′nsn(h′n)sn((0, t)h′n)−1 be-
long to Fn by (6-16). Now take any B, B′ ⊂ Fn−1 and set A := BCn ⊂ Fn and
A′ := B′Cn ⊂ Fn. We have

#{g ∈ Φn | (T(0,g)x, T(0,g)x
′) ∈ [A]n × [A′]n}

#Φn

=
1

#In

∑

b∈In

#{t ∈ Jn | d ∈ A, d′ ∈ A′}
#Jn

=
1

#In

∑

b∈In

ξn(A−1(0, b)fnsn(hn)×A′−1(0, b)f ′nsn(h′n)),
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where ξn := distt∈Jn
(sn((0, t)hn), sn((0, t)h′n)).

We consider separately two cases. Suppose first that hn = h′n for all n greater
than some N . Then it is easy to deduce from Lemma 6.2 that ‖ξn − ∆‖1 < εn,
where ∆ is the probability equidistributed on the diagonal of Sn × Sn. Moreover,
fnf ′n

−1 = fNf ′N
−1 =: k for all n > N . Then (0, b)k(0, b)−1 = k or (0, b)k(0, b)−1 =

k∗ if b ∈ In is even or odd respectively. This yields

1
#In

∑

b∈In

ξn(A−1(0, b)fnsn(hn)×A′−1(0, b)f ′nsn(h′n))

=
1

#In

∑

b∈In

λSn
(A−1(0, b)fnsn(hn) ∩A′−1(0, b)f ′nsn(hn))± εn

=
1

#In

∑

b∈In

#(A ∩ (0, b)fNf ′N
−1(0, b)−1A′ ∩ (0, b)fnsn(hn)Sn)

#Sn
± εn

=
1

#In

∑

2b∈In

#(A ∩ kA′ ∩ (0, 2b)fnsn(hn)Sn)
#Sn

+
1

#In

∑

2b+1∈In

#(A ∩ k∗A′ ∩ (0, 2b + 1)fnsn(hn)Sn)
#Sn

+ o(1).

Notice that (0, 2b)fnsn(hn)Sn ⊂ Fn by (6-16). Since k ∈ FNF−1
N , it follows that

max
D⊂Fn−1

#(D \ k−1Fn−1)
#Fn−1

= o(1).

We now set B̃ := B′ ∩ k−1Fn−1. Then Lemma 6.3(ii) yields

#(BCn ∩ kB′Cn ∩ (0, 2b)fnsn(hn)Sn)
#Sn

=
#((B ∩ kB̃)Cn ∩ (0, 2b)fnsn(hn)Sn)

#Sn
+ o(1)

= λFn−1(B ∩ kB̃) + o(1)

=
µ([B ∩ kB̃]n−1)

µ(Xn−1)
+ o(1)

= µ([B]n−1 ∩ Tk[B′]n−1) + o(1).

In a similar way,

#(BCn ∩ k∗B′Cn ∩ (0, 2b + 1)fnsn(hn)Sn)
#Sn

= µ([B]n−1 ∩ Tk[B′]n−1) + o(1).

Therefore it follows from (6-15) that

ν([B]n−1 × [B′]n−1) =
1
2
(µTk

([B]n−1 × [B′]n−1) + µTk∗ ([B]n−1 × [B′]n−1) + o(1).

Then we deduce from (6-6) that ν = 1
2 (µTk

+ µTk∗ ).
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Now consider the second case, where hn 6= h′n for infinitely many, say bad n. It
follows from Lemma 6.2 that ‖ξn − λSn × λSn‖ < εn for all such n. Hence

1
#In

∑

b∈In

ξn(A−1(0, b)fnsn(hn)×A′−1(0, b)f ′nsn(h′n))

=
1

#In

∑

b∈In

λSn
(A−1(0, b)fnsn(hn))λSn

(A′−1(0, b)f ′nsn(h′n))± εn.

Now we derive from Lemma 6.3(ii) and (6-16) that

λSn
(A−1(0, b)fnsn(hn)) =

#(A ∩ (0, b)fnsn(hn)Sn)
#Sn

= λFn−1(B)± 10
n

and, in a similar way, λSn(A′−1(0, b)f ′nsn(h′n)) = λFn−1(B
′)± 10

n . Hence

ν([B]n−1 × [B′]n−1) = µ([B]n−1)µ([B′]n−1) + o(1)

provided that n is bad. It remains to note that (6-6) holds along any subsequence,
in particular along the subsequence of bad n. Hence ν = µ× µ. ¤
Proposition 6.7. T(0,1) is 3-fold PID.

Sketch of the proof. Let a joining ν ∈ Je
3 (T(0,1)) be pairwise independent. We need

to show that ν = µ × µ × µ. To this end we will follow the same road as in the
proof of Theorem 6.6. Fix a generic point (x, x′, x′′) for (T(0,1) × T(0,1) × T(0,1), ν).
Then x, x′, x′′ ∈ Xn for all sufficiently large n. Without loss of generality we may
assume that

x = (fn, cn+1(hn), cn+2(hn+1), . . . , ),

x′ = (f ′n, cn+1(h′n), cn+2(h′n+1), . . . , ),

x′′ = (f ′′n , cn+1(h′′n), cn+2(h′′n+1), . . . , )

with fn, f ′n, f ′′n ∈ Fn and hi, h
′
i, h

′′
i ∈ H−

i , i > n. Now take any B,B′, B′′ ⊂ Fn−1

and set A := BCn, A′ := B′Cn, A′′ := B′′Cn. Then as in the proof of Theorem 6.5
we have

(6-17)
#{g ∈ Φn | (T(0,g)x, T(0,g)x

′, T(0,g)x
′′) ∈ [A]n × [A′]n × [A′′]n}

#Φn

=
1

#In

∑

b∈In

ξn(A−1d×A′−1
d′ ×A′′−1

d′′),

where d := (0, b)fnsn(hn), d′ := (0, b)f ′nsn(h′n), d′′ := (0, b)f ′′nsn(h′′n) and ξn :=
distt∈Jn(sn((0, t)hn), sn((0, t)h′n), sn((0, t)h′′n)). Next, given m > 0,

µ× µ({(y, y′) ∈ Xm ×Xm | yi 6= y′i for all i > m})
µ(Xm)µ(Xm)

=
∏

i>m

#C2
i −#Ci

#Ci

=
∏

i>m

(
1− 1

#Hi

)
> 0,
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where (yi)i≥m and (y′i)i≥m are the ‘coordinates’ of y and y′ ∈ Xm = Fm ×Cm+1 ×
Cm+2× · · · respectively. Since ν-a.e. point is generic for T(0,1)× T(0,1)× T(0,1) and
ν is pairwise independent, we can select the generic point (x, x′, x′′) in such a way
that hi 6= h′i 6= h′′i for all i ≥ n whenever n is large enough. Therefore it follows
from Lemma 6.2 that ‖ξi− λSi

× λSi
× λSi

‖ < εi for all i ≥ n. Now we derive from
(6-17) and Lemma 6.3 that

ν([B]n−1 × [B′]n−1 × [B′′]n−1) = µ([B]n−1)µ([B′]n−1)µ([B′′]n−1) + o(1)

This implies that ν = µ× µ× µ. ¤
The following important result generalizing [dJR, Theorem 4.2, Corollary 4.3]

and [Th1, Theorem 6, Corollary 4] was established in [dJL2, Proposition 7].

Lemma 6.8. Let R and S be weakly mixing transformations. Assume that R is DS
and S is simple. Then R and S are disjoint if and only if they have no non-trivial
common factors.

Now we state the main results of this section.

Theorem 6.9.

(i) T(0,2) is simple and C(T(0,2)) = {Tg | g ∈ G}.
(ii) T(0,1) is near simple, QS but not 2-fold simple. Moreover, I(T(0,1)) = {Tg |

g ∈ G} and C(T(0,1)) = {T(0,n) | n ∈ Z}.
(iii) T(0,1) and T(0,2) have the same family of factors. The map K 7→ Fix(K)

yields a one-to-one correspondence between the finite subgroups K ⊂ G∞
and the non-trivial factors of T(0,1) (and T(0,2)).

(iv) T(0,1) and T(0,2) have no prime factors.
(v) For any non-trivial factor F of T(0,1), the restriction of T(0,1) to F is near

simple but not 2-fold simple and the restriction of T(0,2) to F is simple.
(vi) The action of the subgroup G∞ is weakly mixing.
(vii) T(0,1) is disjoint from all simple transformations.
(viii) T(0,1) is disjoint from any distal extension of any simple transformation.

Proof. (i) It follows from Theorem 6.6 and Proposition 3.2 that T(0,2) is 2-fold
simple and C(T(0,2)) = {Tg | g ∈ G}. By Proposition 6.7 and Corollary 1.2, T(0,2)

is 3-fold PID. Hence this transformation is 3-fold simple (see Section 1). Therefore
T(0,2) is simple by [GlHR].

(ii) Since T(0,2) is simple by (i), it follows from Proposition 3.2 that T(0,1) is near
simple and I(T(0,1)) = I(T(0,2)) = C(T(0,2)). Since T(0,2) is simple, it is PID. Hence
T(0,1) is PID by Corollary 1.2. It follows directly from Theorem 6.6 that T(0,1) is
2-fold QS (and hence QS) and non-2-fold simple.

(iii) follows from (i), (ii), Veech theorem ([Ve], [dJR]), Theorem 2.6 and the
simple observation that every finite subgroup of G is normal and is contained in
G∞.

(iv) follows immediately from (iii).
(v) We only need to show that T(0,1) ¹ F is not 2-fold simple since the other

assertions of (v) follow from (i)–(iii), Proposition 3.4 and Corollary 3.5. If F =
Fix(K) then there exists n > 0 such that K ⊂ Gn ⊂ G∞. Then for any g ∈ G∞\Gn,
the measure 0.5(µTg + µTg∗ ) ¹ F⊗F is an ergodic 2-fold self-joining of T(0,1) ¹ F. It
is easy to see that this self-joining is 2-to-one over its marginals.
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(vi) Let F denote the sub-σ-algebra of subsets fixed by (Tg)g∈G∞ . Then F is a
factor of T(0,1). Now it follows from (iii) that F is trivial. Hence the action of G∞
is ergodic. Since it commutes with the weakly mixing transformation T(0,2), this
action is also weakly mixing.

(vii) Let S be a simple transformation. If S has pure point spectrum then it is
disjoint with T(0,1) since the latter is weakly mixing. Hence it remains to consider
the case where S is weakly mixing. By (ii), T(0,1) is DS. Therefore if T(0,1) and
S are not disjoint then they have a non-trivial ‘common’ factor F by Lemma 6.8.
Since F is a factor of S, it follows from Corollary 3.5 and Proposition 3.6 that either
S ¹ F is simple or S ¹ F is not 2-fold near simple. However this contradicts to (v)
because S ¹ F is isomorphic to T(0,1) ¹ F.

(viii) follows from (vii) and [Fu]. ¤

7. Some questions

We list here several open problem related to near simple and DS actions.
(1) For which l > 1, l-fold near simplicity of G implies (l +1)-fold near simplic-

ity? This question is especially interesting in particular cases when G = R
and G = Z.

(2) Whether any l-fold near simple action is l-fold DS?
(3) Whether the subsets of 2-fold QS and 2-fold DS transformations are meager

in Aut0(X, µ)?
I hope to consider these problems in a future paper.
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