Stochastic resonance in superconducting loops containing Josephson junctions. Numerical simulation
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A numerical simulation of the stochastic resonance is carried out in the adiabatic approximation in overdamped systems based on superconducting loops closed by a weak link. The systems under consideration include a single-ring rf SQUID, two rings coupled by a common magnetic flux, and a ring closed by a 4-terminal Josephson junction. It is shown that coupling of single SQUID rings enhances the gain and the signal-to-noise ratio. These effects can be used to create new stochastic SQUID antennas for measurements of harmonic and quasi-harmonic signals. The stochastic resonance in 4-terminal SQUIDS exists even at values of the dimensionless inductance \( I < 1 \). © 2006 American Institute of Physics. [DOI: 10.1063/1.2400686]

INTRODUCTION

The concept of “stochastic resonance” (SR) was first introduced in Refs. 1–3. The SR phenomenon is manifested in an increase of the response of a determinate dynamical system to a weak periodic signal and an increase of the signal-to-noise ratio when an additional noise of a certain optimum intensity is introduced in the system. The effect arises because of pumping of energy from the stochastic process (noise) into energy of the determinate process (signal) and leads to a seeming violation of the thermodynamic prohibition of a decrease of entropy. The paradox vanishes when it is taken into consideration that the system has input and output parameters, which automatically make it an open system.4 The SR effect was first explained for bistable systems under the assumption of their adiabaticity (the frequency of the periodic signal is significantly lower than the inverse relaxation time of the system) in terms of two-state models.5 Later it was observed and studied theoretically with the use of the more general approach of linear response theory6 in systems with a single stable state at high signal frequencies.7 SR is also observed in threshold systems.8 Thus the system need not necessarily be a dynamical one;9 it is sufficient to have only nonlinearity of its “transfer function.” The SR effect has also been observed in a Josephson percolation medium.10

As is shown in Refs. 13 and 14, the conditions necessary for the onset of SR are easily fulfilled in superconducting quantum interference devices (SQUIDs), which are usually used to register broadband low-frequency signals. In the broadband detection regime the values of the sensitivity of dc and rf SQUIDs are very high and practically approach the quantum limit. Progress in technology of preparing high-quality Josephson junctions of small area, improvement of the parameters of transistors, and refinement of the electrical circuits for registration have permitted the achievement of record-high values of the sensitivity in the creation of various devices, including multichannel receiving devices for measuring biomagnetic fields, susceptibility, low-frequency radar, geophysical apparatus, etc.

It is perfectly obvious that some practical applications (magnetoencephalography, geophysical research) do not require broadband reception, since the information signal to be registered lies in a narrow frequency range. For example, in nondestructive monitoring systems,11 low-frequency radar units,12 and systems for measuring the magnetic susceptibility of biological objects13 the signal to be measured is concentrated at a single frequency, and a broadband input antenna is an impediment to realizing the highest possible sensitivity of the SQUID. In such measurements the SR effect can be extremely useful for narrowing the input band of the antenna, and for improving the signal-to-noise ratio through the stochastic amplification of weak signals. It can be expected14 that when the area of the receiving antenna is filled with intercoupled stochastic oscillators15 (e.g., based on a superconducting quantum interferometer with one Josephson junction) the SR will lead to enhancement of the response to a weak signal. However, the behavior of such a dynamical system on the whole will depend on many parameters, and to search for the optimum strategy experimentally is extremely laborious. Therefore, it is of significant interest to carry out a theoretical search for the optimal characteristics of both autonomous SR oscillators and coupled dynamical systems.

This paper is devoted to a numerical simulation of SR in a system of coupled rf SQUID rings and in a superconducting ring closed by a 4-terminal weak link.16

In the interests of practical applications, we have studied the response of rf SQUID rings to a weak harmonic signal of very low frequency (~1 Hz). At the same time, it is known that for a typical SQUID ring the characteristic relaxation time of the flux, \( \tau = \frac{L}{R J} \sim (10^{-9} - 10^{-11}) \) s (\( L \) is the inductance of the ring, and \( R J \) is the normal resistance of the weak link). Such a large difference of the characteristic times of the signal and system permits one to use the adiabatic ap-
proximation and avoid direct solution of the equations of motion. The approach developed in the present study proposes to construct a potential surface that depends on both a periodic signal and a random signal and to trace the evolution of its topology and shape under the influence of these external signals. The shape of the potential surface at each point in time (with the pre-history taken into account) uniquely determines the state of the system. Thus one constructs a time series of states of the system and subjects it to further analysis.

MODEL OF STOCHASTIC RESONANCE IN A SINGLE rf SQUID RING

The SR effect has been studied most fully in systems having two stable states separated by a potential barrier. To check the workability of the proposed calculation technique, let us go through a numerical simulation of such a system while elucidating the SR mechanism along the way. Let us consider a superconducting loop containing a Josephson weak link, which we shall refer to as an rf SQUID ring (inset in Fig. 1).

Taking into account that at finite temperatures both a supercurrent and quasiparticle current pass through the Josephson junction, i.e., using the well-known resistively shunted Josephson junction (RSJ) model, one can write an equation for the magnetic flux $\Phi$ inside the ring:

$$\left( LC \frac{d^2}{dt^2} + \tau_x \frac{d}{dt} + 1 \right) \frac{\Phi(t)}{\Phi_0} + \frac{\beta}{2 \pi} \sin \frac{2 \pi \Phi}{\Phi_0} = \Phi_x(t),$$

where $C$ is the capacitance of the ring (concentrated at the Josephson junction), $\tau_x = L/R_J$ is the magnetic relaxation time of the ring, $I_c$ is the critical current of the Josephson junction, $\beta = 2 \pi I_c/\Phi_0$ is the hysteresis parameter (hysteresis is observed on the $\Phi(\Phi_x)$ curve for $\beta > 1$), and $\Phi_0$ is the magnetic flux quantum.

If a microbridge or point contact is used as the Josephson junction, its capacitance will be vanishingly small ($C \sim 10^{-15}$ F), and its resistance in the normal state will have a value $R_N \sim 1 \Omega$. If a tunnel junction is used, it will be shunted by a small resistance in order to reduce the influence of the junction capacitance and thereby shorten the duration of the transient process in the ring. Thus, since the inductance $L$ of the ring usually lies in the range $10^{-9} - 10^{-11}$ H, it turns out that the term with the second derivative in Eq. (10) is much smaller than the other terms and can be neglected.

We separate the external flux $\Phi_x(t)$ into a dc component $\Phi_{dc}$, a periodically alternating signal $\Phi_{ac}$ with amplitude $a$ and frequency $f_s$, and a stochastic part $\Phi_N$:

$$\Phi_x(t) = \Phi_{dc} + \Phi_{ac} + \Phi_N(t); \quad \Phi_{ac} = a \Phi_0 \sin(2 \pi f_s t),$$

where for $\Phi_N(t)$ we use a Gaussian random process with zero mean and variance $D$:

$$\Phi_N(t) = \Phi_0 \xi(t), \quad \langle \xi(t) \xi(t') \rangle = 2 D \delta(t - t').$$

The details of the numerical realization of the periodic signal and noise component will be discussed below.

Normalizing the magnetic flux by the flux quantum $\Phi_0$ and introducing the notation

$$x = \Phi_a/\Phi_0,$$

where $\alpha$ is any of the subscripts, we write the equation of motion of the system:

$$\tau_L \frac{dx}{dt} + \frac{\partial U(x,t)}{\partial x} = 0.$$  

The time dependence of the potential of the system is determined by the time evolution of the external flux (2) normalized according to Eq. (3):

$$U(x,t) = \frac{1}{2} \left( x - x_c(t) \right)^2 - \frac{\beta}{4 \pi^2} \cos 2 \pi x,$$

where the normalized external flux

$$x_c(t) = x_{dc} + a \cos(2 \pi f_s t) + \xi(t).$$

We note that here all of the time dependence can be transferred to the potential because of the adiabatic condition $f_s \ll 1/\tau_L$. As we have said, in real SQUID applications for signal frequencies in the interval 1-1000 Hz this condition holds to good accuracy. Here, of course, we also impose restrictions on the noise band, the upper frequency boundary of which must also be much less than $\tau_L$.

The shape of the potential $U(x)$ of a SQUID ring in the case $\beta > 1$ and in the absence of an additional external flux ($x_c=0$) is shown in Fig. 1. The local minima of the potential correspond to stable states of the ring, separated by energy barriers.

The position and number of extrema of the potential are determined from the condition

$$\frac{dU(x)}{dx} = 0,$$

$$x - x_{dc} + \frac{\beta}{2 \pi} \sin 2 \pi x = 0.$$  

To obtain a double-well potential symmetric with respect to a change of the external magnetic flux, one should set $x_{dc} = 1/2$, so and then the positions of the extrema will be solutions of the transcendental equation
at zero external magnetic flux by using a note that it is possible to symmetrize the potential of the ring flux in the ring is sufficiently small that it does not cause shall assume that for arbitrary the change of the magnetic barrier somewhat. The amplitude of the signal is insufficient for a transition of the system across the barrier into the second local minimum of the potential. When noise is added to this system there is a finite probability that the system will be transferred across the barrier into the other well (when the instantaneous warping of the potential is sufficient to make one of the local minima vanish); see Fig. 2b. This probability depends on the barrier height and increases with increasing noise intensity (for white noise with a Gaussian distribution the term “intensity” is understood to mean the variance of the distribution). The mean frequency of escape of a particle from a well (and, hence, the frequency of hops to the other well) under the influence of noise in a highly damped system was determined by Kramers, and for white noise, parabolic potential wells, and relatively high barriers it is given by the Arrhenius law:

$$r_k = \frac{\omega_0 \omega_b}{2 \pi \gamma} \exp \left( -\frac{\Delta U}{D} \right),$$

where $$\omega_0 = \sqrt{\frac{U'(x_m)}{m}}$$ is the frequency of oscillations about the bottom of a well, $$\omega_b = \sqrt{\frac{U'(x_b)}{m}}$$ is the frequency of oscillations at the local maximum (at the barrier); $$m$$ is the mass of the oscillating particle, $$\gamma$$ is the coefficient of viscous friction (dissipation), $$\Delta U$$ is the barrier height, and $$D$$ is the noise intensity. If the noise is of a thermal origin, then $$D = k_B T$$.

Since the application of a periodic signal causes the potential barrier to become a periodic function of time, the transition probability, which determines the output signal, also begins to depend periodically on time. When, with increasing noise intensity, the Kramers frequency becomes twice the frequency of the periodic signal, a “synchronization” of the stochastic and periodic processes occurs: on average the hops caused by the noise occur “in phase” with the periodic signal, and in the spectrum of the system one observes an increase of the power of the output signal at the frequency of the weak input signal. Thus the noise facilitates interwell transitions at the times of the peak values of the useful signal. We note that, because of the strong damping the system does not have any characteristic oscillations; all of the processes in it are of a relaxation character.

The above-described behavior of a superconducting ring including a Josephson junction was investigated using a numerical model with the potential (5) and external signal (6). For convenience the constant bias $$x_{dc}=1/2$$ applied to symmetrize the potential was eliminated from Eq. (5) by the change of variables $$(x-1/2) \rightarrow x$$.

NUMERICAL SIMULATION TECHNIQUE AND THE RESULTS FOR A SINGLE RING

The numerical simulation procedure producing the results shown in Fig. 3 consisted of the following. A given time interval was divided into a large number of subintervals equal to some power of 2 (usually $$2^{15} = 32768$$) for convenience in the subsequent Fourier analysis. At each given point in time the values of the sinusoidal periodic signal and the noise were specified. In most of the calculations the signal frequency $$f_s$$ was equal to 2–4 Hz and the signal amplitude $$a = 0.01 – 0.3$$ (in units of $$\Phi_0$$). To obtain noise with a Gaussian distribution, zero mean, and variance $$D$$ (which determines the noise intensity), a random number generator...
with a repetition period of around $2^{90}$ was used. The noise spectrum is limited from above by a digital filter. The cutoff frequency of the noise was chosen much higher than the signal frequency and, hence, the mean frequency of interwell transitions when the SR effect is realized. Then the number of points in the time series is limited from above by a digital filter. The cutoff frequency and, hence, the mean frequency of interwell transitions when the SR effect is realized. Then the number of points in the time series $N$ used. The noise spectrum is limited from above by a digital filter. The cutoff frequency $f_c=2048$ Hz, and number of points in the time series $N=32768$. The curve of the SNR does not appear smooth because of the scatter in the determination of the position of the noise shelf.

Figure 4 shows a plot of the flux gain $\eta$, defined as the ratio of the output to the input signal at the fundamental frequency, as a function of the standard deviation of the noise $s=D^{1/2}$ (the noise level). Also shown is the behavior of the signal-to-noise ratio (SNR) as a function of $s$. The value of the SNR was calculated as the ratio of the height of the main peak in the Fourier spectrum to the mean height of the noise shelf beneath it. The curves have the “classic” form for the SR effect. We note that, generally speaking, the values of the noise level at which the maxima are observed are such small values of the noise ratio remain practically the same as without filtering.

A characteristic feature of the SR is the high sensitivity of the spectrum of the output signal to a bias of the input signal. Since the process of stochastic amplification is of a nonlinear character, the spectrum of the output signal contains higher harmonics in addition to the fundamental frequency (Fig. 5). In the absence of a constant bias flux $\langle x_{dc}\rangle =0$ the potential $U(x)$ is symmetric, and even harmonics are absent from the spectrum (Fig. 5c). By applying a constant bias one can achieve a situation in which odd harmonics (not counting the fundamental frequency) are absent from the spectrum; Fig. 5c. Figure 6 shows the dependence of the amplitudes of the first three harmonics of the signal as func-
tions of the dc bias flux; they are in good agreement with the results given in Ref. 13.

**SIMULATION OF THE STOCHASTIC RESONANCE IN COUPLED RINGS**

Consider the situation in which rings lie side by side in the same plane and have a magnetic coupling between them that is determined by their mutual inductance. Here part of the flux of one ring falls into the other ring, and vice versa.

In this case the potential is written as the sum of the individual potentials of the rings and an overlap term taking the interaction into account:

$$U(x_1, x_2) = \frac{(x_1^2 + x_2^2)}{2} + \frac{(\beta_1 \cos 2\pi x_1 + \beta_2 \cos 2\pi x_2)}{4\pi^2} - k x_1 x_2,$$

where $x_1, x_2$ and $\beta_1, \beta_2$ are normalized fluxes and the hysteresis parameters in the first and second rings, respectively, while $k$ is the coupling strength via the flux between rings (the normalized mutual inductance). We recall that $x_1$ and $x_2$ have been shifted by 0.5 for symmetrization of the potential. The negative sign of the cross term means that the fluxes of the rings are directed counter to each other.

Figure 7 shows the shape of the potential surface for a system of two coupled rings at different values of the hysteresis parameters $\beta_1, \beta_2$ (Fig. 7a and 7b) and coupling coefficient $k$ (Fig. 7c and 7d).

The superposition of a sinusoidal periodic signal and noise, as in the case with one ring, leads to a time-dependent warping of the potential:

$$U(x_1, x_2, t) = \frac{[x_1 - x_{1e}(t)]^2 + [x_2 - x_{2e}(t)]^2}{2} + \frac{(\beta_1 \cos 2\pi x_1 + \beta_2 \cos 2\pi x_2)}{4\pi^2} - k x_1 x_2,$$

where the external fluxes $x_{1e}(t), x_{2e}(t)$ are determined by formula (6) in which the constant bias $x_{dc}$ is set equal to zero.

All of our further results are shown for the case $x_{1e}(t) = x_{2e}(t) = x(t)$ as having the most practical significance.

Figure 7e and 7f shows two “phases” of the tilt of the potential by an external flux.

As we see in Fig. 7, in the case of a pair of coupled rings the system can land in one of four wells of the potential surface.

The procedure for determining the present state of the system in this case is somewhat more complex. One takes into account the vanishing of the barrier between the well in which the system is located at the given time and the neighboring wells. If both barriers vanish simultaneously, then the probability of transition of the system into the neighboring wells is the same for both, and the new present state is chosen from them at random. In the course of the simulation it became clear that in the presence of four wells the transition of the system occurs not directly along the diagonals but with an intermediate hop through one of the nearest minima, since the height of the barrier between nearest minima is lower than between wells along a diagonal.

The time dependence obtained for the total flux in the rings, as in the case of a single ring, was subjected to FFT. In the same way, the flux gain and the signal-to-noise ratio were calculated from the height of the spectral peak at the frequency of the useful signal. The resulting dependence of $\eta$ on the noise level $s$ and coupling constant $k$ for the case of identical rings is shown in Fig. 8a, and for the case of rings with different hysteresis parameters $\beta$, in Fig. 8b. As a calculation shows, the signal-to-noise ratio behaves in an analogous manner, but the scatter of the calculated points is relatively large because of the large scatter in the determination of the noise shelf.
If the hysteresis parameters $\beta_1$ and $\beta_2$ of the rings are different, then the curve of the gain as a function of the noise level $\eta(s)$ exhibits a feature corresponding to resonance of the ring with the lower $\beta$ in addition to the maximum corresponding to the total resonance of the two rings. It is seen that a higher gain is reached in the case of identical rings. In both cases the flux gain increases with increasing coupling strength $k$ between rings. The gain in the case of strong coupling is significantly greater than in the case of a single ring (cf. Figs. 4 and 8a). This effect can be given a transparent interpretation in terms of the geometry of the potential surface. With increasing coupling coefficient two of the four minima gradually vanish (the transition from a surface of the form in Fig. 7a to the surfaces in Fig. 7b and 7c), and now the behavior of the coupled pair is similar to the behavior of the single ring, with the only difference being that the minima lie along the diagonal, and the distance between them is greater than in a single SQUID, which makes for an increase in the SR effect. Based on this geometric interpretation, one expects that with increasing number of coupled rings the gain should increase $\sim N^{1/2}$, where $N$ is the number of coupled rings.

**MODELING THE STOCHASTIC RESONANCE IN A 4-TERMINAL SQUID**

The SR in a 4-terminal SQUID at relatively high signal frequencies was considered in Ref. 25. That has made it possible to obtain the time evolution of the total magnetic flux in a ring by direct numerical solution of the equation of motion in the presence of noise. At low signal frequencies the direct solution of the equation of motion becomes an extremely
protracted process, since, because of the presence of a noise component, one cannot take advantage of methods of solution of differential equations developed for stiff systems. However, numerical simulation in the adiabatic approximation does not entail any particular complication. If we restrict consideration to the case of zero transport current $I$ and take into account that $\pi_l = 0$, the potential describing a 4-SQUID, can be written in the form

$$ U(\varphi, \chi, l, \varphi') = \frac{(\varphi - \varphi')^2}{2l} - \theta - \cos^2 \theta \frac{\varphi}{2} - \cos \frac{\varphi}{2} - 2 \cos \frac{\theta}{2} \cos \frac{\varphi}{2} \cos \xi , $$

(13)

can be written in the form

$$ U(\varphi) = \frac{(\varphi - \varphi')^2}{2l} - 1 - \cos^2 \frac{\varphi}{2} - 2 \left| \cos \frac{\varphi}{2} \right| . $$

(14)

This potential (Fig. 9) is not equivalent to the potential of an rf SQUID ring containing an ordinary 2-terminal Josephson junction. Unlike the usual SQUID, here the potential remains double-well even when the dimensionless inductance parameter $l < 1$.

Indeed, a numerical simulation shows that SR is present in such a ring. Figure 10 shows the flux gain for a sinusoidal signal as a function of the noise level.

Detailed study of SR in a 4-terminal SQUID, including the case when there is a transport current through the weak link, is beyond the scope of this paper.

STOCHASTIC ANTENNAS

At this time even the standard SQUID-based receivers have an intrinsic sensitivity at the level $10^{-30} - 10^{-31}$ Hz. However, the realization of such a sensitivity is in many cases limited by noise in the antenna circuits, which in the majority of devices are broadband. To reduce the influence of external electromagnetic fields the input circuits of SQUIDs are designed as gradientometers and are partially filtered by means of RL filters. However, the RL filters increase the spectral density of noise in the antenna, and the gradientometers degrade the sensitivity of the receivers in relation to sources located in the far zone. These difficulties can be partially overcome with the use of the SR effect in the antenna units.

It follows from the results presented above that if the area of the receiving antenna is filled with one or several SR loops (Fig. 11), then the current induced in the antenna will have frequency dependence with a maximum at the resonance frequency. Since that maximum depends on the noise power, the frequency characteristic of the antenna can be tuned within certain limits to the frequency of an external harmonic signal to obtain a maximum transformation ratio of the magnetic flux in the SQUID at a specified frequency. Interestingly, in the region of infrared frequencies lying below the frequency of the stochastic resonance, such antennas have a low transformation ratio and act as filters of a sort, while at the chosen SR frequency one can even achieve weak-signal gain. In some kinds of SQUID-based receivers (see, e.g., Refs. 15–17) low-frequency magnetic fields are
used to probe the objects under measurement, and in this case useful information is contained in the reflected harmonic (or quasi-harmonic) signal, which can be amplified with the use of SR antennas.

The above analysis shows that when the area of planar antennas are filled with a large number of stochastic loops, it is important to use systems with a small scatter of parameters. For example, one of the requirements is a minimum scatter with respect to the critical current, the amplitude of which controls the height of the potential barrier. This condition is very well satisfied in $\pi$ junctions, which were studied in detail in Ref. 22. Moreover, the ground state of a superconducting ring closed by such a $\pi$ junction is a state with a symmetric double-well potential, as is needed for SR. Since the characteristic normal resistance of such junctions is rather large ($R \sim 1 \Omega$), the characteristic time $L/R$ does not restrict the stochastic dynamics under consideration.

**CONCLUSION**

The phenomenon of stochastic resonance in systems containing a superconducting loop with a Josephson weak link enables one to obtain additional amplification of a weak magnetic signal. The coupling of even two such loops together by a common magnetic flux leads to an appreciable increase (by nearly a factor of 1.5) in the flux gain and signal-to-noise ratio. It is expected that as the number of coupled rings increases, the gain and signal-to-noise ratio will grow by approximately a square-root law. This effect can be used to create fundamentally new stochastic SQUID antennas that permit one to obtain a relatively large gain in the presence of noise. The use of a $\pi$ junction as a weak link makes it possible to avoid the need for additional bias by an external constant flux.

Stochastic resonance in a superconducting ring containing a 4-terminal Josephson junction (a 4-terminal SQUID) is interesting from the standpoint that the parameters of a 4-SQUID can be controlled by changing the conditions for the appearance of SR. This, in principle, permits one to create a stochastic amplifier with a tunable signal band and with tuning of the working point under a given noise level (external and internal).

A convenient method for studying SR in these and other systems in the adiabatic limit is numerical simulation based on analysis of the changes of the geometry of the potential surface of the system as a result of external influences.
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